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1 Introduction
The Commonwealth MMIS Disaster Recovery Plan (DRP) has been developed to document the guidelines, support, and resources needed should a disaster impact the MMIS infrastructure located at Cold Harbor, HP Frankfort facilities, and the HP Orlando Data Center.  The plan will be activated when an emergency beyond the scope of standard operating procedures occurs.  It is designed to reduce confusion created during a disaster, and provides a framework for recovery and restoration of critical systems, voice and data communications, business processes, and facilities that comprise the Key Process Environment.

1.1 Disaster Recovery and Business Continuity

The plan is designed around the concept of recovery of the key production services used in the Key Production Environment (KPE).  Recovery of the critical portions of the KPE is paramount in the event of a natural/unnatural disaster or catastrophic infrastructure failure.  To accomplish that goal, we have developed a KPE-centric concept and approach to planning and recovery of vital services.  The concept identifies all KPE services vital to day-to-day operations and maps those services to all infrastructure required to support that service.  This matrix of system vulnerability identifies infrastructure that may be supporting multiple KPE services such that the full impact of failure of a particular piece of infrastructure is fully understood.

Procedures are being developed that will provide step-by-step recovery instructions for each service and its supporting infrastructure, allowing technical support personnel who are unfamiliar with the current systems to bring a particular service back online.  So, in this concept, the infrastructure is at the center, or core, mapping to all of the KPE services provided for day-to-day operations, and at the highest level those services will map to the business units or entities that require them allowing the business units to exercise their existing desktop procedures to perform their daily processes.
[image: image1]
KPE-Centric DR Model

The diagram above is a simple view of the model but demonstrates the mapping and recovery strategy to re-establish services and business functionality.  The actual matrix is extensive and detailed as one would expect when you need to make sure every key piece of supporting infrastructure is mapped to the services.  This model, and the documentation developed as a result, is applicable to day-to-day failures as well as major catastrophic events.  The same procedures, or a subset thereof, can be applied to a single hardware or software failure.  From a business continuity angle during disaster recovery, the KPE services will ultimately have to be prioritized for order of restoration based on business priority.  The KPE-centric concept allows a business unit to assume that the current level of services will be provided in the recovery location and operations can be scaled as needed.  Thus, the desktop procedures used on a daily basis are applicable in this approach.  One other piece to be developed will be establishment and maintenance of open agreements with certain vendors for hardware, software, communications, transportation, facilities, supplies, and so on, to be exercised in the event of a disaster that requires temporary relocation.

Elements of the plan will be tested periodically. Core services will be tested annually.  Appendix R: Disaster Recovery Test Frequency contains the break down of the KPE and their testing cycles.  The plan must be modified regularly based upon test results, as well as changes to hardware, software, applications, procedures, personnel, and the organization structure.  The plan documents are stored electronically, backed up and saved off site, and made available in electronic form to authorized individuals. Primary access to the plan will be via the Intranet.
1.2 Benefits

The benefits of preparing a workable disaster recovery plan are presented below:

	Time Frame
	Benefit Description

	Pre-Disaster Event
	· Reduce dependence on key personnel;
· Improve necessary documentation;
· Decrease potential threats and exposures; and,
· Lower the possibility of a disaster event.

	During A Disaster Event
	· Minimize disruptions to business processes;
· Protect employees; 

· Safeguard critical assets; and,
· Minimize confusion and delays. 

	Post-Disaster Event
	· Reduce potential financial loss;
· Decrease potential legal liability;
· Ensure organizational stability and an orderly recovery; and,
· Adhere to legal, statutory and regulatory requirements.


1.3 Plan Objectives and Scope

The objectives of this project are to develop a disaster recovery plan for the MMIS that helps to ensure the continued operation of the mission critical business processes should an interruption occur due to a disaster event.  The plan ensures minimal disruption to operations in the event of significant problems and interruptions, and ensures organizational stability and an orderly recovery.

Although the plan addresses the worst case of the total loss of the facility including Information Technology (IT) equipment and services, the approach is applicable even in the event of a partial loss.  The appropriate steps to recover key process services can be used to implement the required recovery actions.

1.4 Policy Statement

Commonwealth of Kentucky government has become increasingly dependent on the availability and reliability of automated systems to provide services to its citizens.  Information is an important asset for the operation of the Commonwealth.  These critical applications and functions directly affect the health, safety, and security of the citizens of the Commonwealth and its financial position.

HP has developed a plan to assure the continuity of claims processing resources for critical applications and services.  Determination of the appropriate priorities for recovery of Key Process Services is a joint effort between HP, the Commonwealth, and its vendors.  Therefore, contingency planning must be conducted by all parties in concert with the Cabinet for Health and Family Services (CHFS), the Commonwealth Office of Technology (COT), and other vendors to ensure a complete and viable plan should execution of the plan become necessary.

1.5 Disaster Recovery Plan Mission Statement

The Disaster Recovery teams are empowered to provide the KY MMIS operations enterprise with a rapid recovery process to assure high availability of critical operations based on the Customer neHP of the Cabinet for Health and Family Services.  The teams are charged with maintaining, implementing, and if necessary, updating procedures and plans to:

· Gain control of problem situations early;

· Minimize the impact of an operational outage on the Cabinet for Health and Family Services;

· Gather critical information into a central repository;

· Reduce risks to essential information resources;

· Make decisions in advance of a crisis; and

· Test annually.

1.6 Purpose of the plan

The purpose of this plan is to formalize and document the Disaster Recovery Policies and Procedures of the HP teams and to provide guidelines to:

· Restore the claims processing operations;
· Return to a permanent Key Process Environment; and,
· Resume time-sensitive business operations.

The Disaster Recovery Plan addresses the logical flow of events in responding to major disruptions in services, business processes, and technology infrastructure.  Specifically, the Plan addresses the flow of events to: 

· Continue/resume time-sensitive business operations for the critical and essential business processes;
· Activate the resumption and support of those services. (The chain of command, identifying who pulls the trigger and manages the resumption support.)

· Provide ability to initiate restoration procedures of critical computer processing and data communications capabilities quickly following a declared disaster;
· Define how CHFS and HP Departments will communicate and coordinate with the Disaster Recovery Teams;
· Identify the staff assigned to implement resumption support (Disaster Recovery Teams) and their responsibilities;
· Restore critical operating systems, application systems, functions and telecommunications according to the recovery time objectives;
· Achieve each of the above objectives in a timely, efficient, and cost effective manner; and,
· Return to a permanent operating environment.
1.7 Plan Assumptions

The DRP plan is based on the following assumptions:

· Sufficient key staff is available to perform the necessary procedures described in the plan;
· Sufficient technical staff can be notified and can report to the recovery site to perform critical recovery and reconstruction activities;
· Off-site storage media and materials are available, are current, correct and readable;
· The Disaster Recovery Plan is current and available;
· In the event of a disaster, the plan will be accessed via the Intranet or the Internet, and status information will be added as the restoration proceHP.  Copies of the plan, both electronically and in paper will be located at the off-site storage facility.  Also, team members may have copies at their homes as needed;
· Subsets of the overall plan can be used to recover from minor interruptions;
· Recovery services from critical vendors are available;
· A rapidly recoverable WAN technology has been implemented prior to the disaster;
· The replacement sites (any number of locations where servers will be installed on the WAN replace primary facility servers) can be located at any accessible site via the WAN;
· The backup servers and tape system will be located at the recovery site; 

· The primary leveraged solution recovery site will be the HP facility at 13600 HP Drive, Herndon, VA  20171;
· A disaster of severe magnitude may occur and that the disaster could result in a total loss of the Commonwealth Data Center in Frankfort, Kentucky, the HP Data Center in Frankfort, or the HP Data Center in Orlando, Florida;
· The Disaster Recovery Site will be available as ensured by contract;
· There may be a shortage of personnel due to the disaster, but between the disaster recovery service personnel and the major hardware and software vendor’s personnel, disaster recovery operations will be initiated;
· AT&T or MCI can be used to restore vital data communications;
· Adequate financial and personnel resources will be made available each year to test the recovery plan to assure its continuing viability, and,
· During a disaster, some degradation of service to user agencies may occur until recovery operations are completed and HP Data Center operations have returned to normal.  Business will be operated in a disaster mode at a reduced level of service, returning to full service as soon as possible.

1.8 Maintenance & Distribution

The Business Continuity Administrator is responsible for overseeing the maintenance, distribution, and annually testing of the recovery plan.  The maintenance activities are assigned to various individuals or groups within the organization with overall responsibility for coordination of the activities designated to the Business Continuity Coordinator.

The Disaster Recovery Plan is a restricted document and classified as confidential, given the nature of the contents.  Each individual with access to, or a copy of, the plan is responsible for security and control of the document in accordance with policies.

The Business Continuity Administrator is responsible for authorized access to the Disaster Recovery Plan and maintains a master access list.  Additionally, the Business Continuity Administrator should maintain a current copy on site and a copy off site of both printed and electronic versions.

1.9 Recovery Team Organization Structure

Because an unexpected interruption in business operations and systems may occur at any time requiring a coordinated response, each occurrence requires a managed approach that fosters consistency of effort and reduces the escalation of damage or outage.  The recovery teams are organized to address all issues related to an emergency and authorized to make certain decisions relative to recovery efforts.  Specific team members are assigned to manage these efforts, and the teams are also staffed with members capable of performing each task.  The teams are designed to handle a specific set of tasks to be accomplished before, during, and/or after an emergency. The documented restoration procedures are intended to be in sufficient detail that in the event that specific key members are not able to participate in the recovery, other individuals who are knowledgeable in the particular operations and/or technology could, following the procedures, restore the business operations and systems involved.

Team members have several roles.  Team managers have the responsibility to assign personnel to staff the teams necessary to address emergency situations.  Multiple roles are sometimes unavoidable based on available resources, emergency conditions, and time constraints.  Alternates are assigned as back-ups for team manager positions and team members to reduce the possibility of a vacancy in the command chain.

The Disaster Recovery Plan is structured with five recovery teams.  The primary team is the Management Recovery Team, with complete functional responsibility for all recovery-planning activities.  Each team has a separate plan section.  Recovery teams are operational groups responsible for specific functions.  The teams have specific responsibilities that allow for a rapid and smooth recovery process.  Each team has the authority to carry out the procedures contained in their section of the plan.  The recovery teams (and related plan sections) are color coded to facilitate the use of this document as described below:

	Color Name
	Team Description
	Appendix

	Gray
	Management Recovery Team
	A

	Blue
	Administrative Recovery Team
	B

	Green
	MMIS Recovery Team
	C

	Orange
	Distributed Systems Recovery Team
	D

	Red
	Network Recovery Team
	E


Each appendix details the procedures and specific responsibilities for each respective team.  Each appendix is written and formatted for use on a stand-alone basis.  The last sections of the plan include exhibits which may be needed to support the procedural sections of the plan.  The Business Continuity Team Structure is illustrated on the following page.  
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1.10 Methodology 

This Disaster Recovery Plan was developed in phases using the following methodology:

Risk Assessment and Reduction:  The first step in the planning process identified the areas of highest exposure to the organization.  The most probable threats and vulnerabilities of the organization were identified and analyzed.  The process also included evaluating existing physical and environmental security and controls, and assessing their adequacy relative to the potential threats to the organization.

Although the exact nature of potential disasters or their resulting consequences are difficult to determine, the risk assessment identified various threats that can realistically occur.  The process addressed issues to minimize or eliminate exposures that have the possibility of creating a disruption or interfering with the recovery.

Business Impact Analysis:  The business impact analysis identified the critical business processes, and determined the impact of not performing the processes beyond the maximum acceptable outage.  The critical and essential business processes and their related software applications were identified throughout the core Medicaid and peripheral applications including all interfaces.  Based on the analysis, the related infrastructure requirements were identified and prioritized.

Recovery Strategies:  Important aspects of business continuity planning are to determine recovery strategies and develop written agreements related to the most feasible alternative(s).  Based on this analysis, recovery alternatives for critical equipment, processes, and facilities were evaluated.  The results of the business impact analysis and risk assessment process were used to determine the most cost effective recovery strategies for each consideration.  This phase of the process focused on identifying critical resources that result in cost-effective recovery strategies.

Recovery plan:  The contents of the plan follow a logical sequence and are written in a standard and understandable format.  The plan, which is brief and to the point, is written to reduce the time required to read and understand the procedures.  This should provide improved team performance if the plan has to be used.  The plan documents the initial actions necessary to assess the damage, outage or impact of an emergency situation and the activities required to maintain control and recover from the disaster event.

Training and testing:  It is essential that training be provided for all team members and other participating personnel.  In addition, the plan should annually be tested and evaluated at least once a year and more frequently when systems or process changes result in plan changes.  Procedures to test the plan are documented in the testing plan.  The tests will provide the organization with the assurance that all necessary steps are included in the plan.  

The tests will provide, in addition to information regarding any further steps that may need to be included, changes in procedures that are not effective or other appropriate adjustments.  The plan must then be updated to correct any problems identified during the test.  Testing should also be a part of the method for training the team members on the plan.

The diagram below illustrates the process used for developing the Disaster Recovery Plan.  An important aspect of the methodology is that each phase of the process is built on a solid foundation.
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1.11 Plan Activation Process

Authority to declare a disaster is a crucial element of the plan and is assigned to a restricted number of individuals within the organization.  This procedure should be verified annually for accuracy and improvements.  The activation process for the Disaster Recovery Plan is illustrated below.  Disaster event guidelines for the following types of damage or outage are also illustrated below:

· Building Damage;
· MMIS Outage; 

· Distributed Systems Outage; 
·  WAN Outage; and,
· Hardware Outages Outage.

A flow chart of the plan activation process is attached.
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1.12 Mission Critical Applications and Connectivity 

Refer to the following exhibits that are located at the end of the plan:

· Appendix: G: Key Process Services Recovery Priorities; and,
· Appendix O: KPE Mapping
1.13 Relocation Strategies
If the Orlando Data Center is unusable, a facility at 13600 HP Drive, Herndon, VA  20171 will be prearranged for operations.  If the Orlando Data Center becomes unusable for an extended period of time, this office could function as an input-output, user support, and terminal area.

As a result of a disaster or outage, the initial meeting location of all special teams is: Lobby Conference Room
In the event that this site is unusable, the alternate site is: HP Education Account located in Louisville, KY
1.14 Communications plan

Proper internal and external communications are critical to successful recovery from a disaster.  Therefore, it is important that the organization maintain specific communication policies as defined in this Disaster Recovery Plan.  A comprehensive communications strategy is critical for many reasons, including:

· Effectively resolving any issues that may arise in the course of recovery;
· Building the commitment of the members of the recovery team;
· Ensuring the allocation of sufficient resources to the recovery process;
· Facilitating effective teamwork and coordination of activities; 
· Minimizing the time span of the recovery; and,
· Establishing appropriate expectations of the recovery process among the impacted parties.

1.14.1 Internal Communications

Depending on the disaster event experienced, employees may need to be provided information regarding the organization’s response to the disaster situation.  The Management Recovery Team will determine the type of information that neHP to be provided to staff and will determine the most appropriate method of dissemination.  Potential methods of internal communications will vary depending on the type of event and whether normal systems and communications channels have been affected.  Potential communications methods may include:

· Employee assistance telephone line;
· Intranet announcements;
· E-mail announcements;
· Voice mail announcements;
· Radio, television or newspaper announcements to employees; and,
· Newsletters sent to employee homes or distributed through interoffice mail.
1.14.2 External Communications
The Management Recovery Team will be responsible for directing and approving all methods of external communications following a disaster event.  The Management Recovery Team will work with all recovery teams to determine the information to be communicated, the form of communication that should be used and the audiences that should receive it.  The Management Recovery Team has the sole authority to answer questions with predetermined limitations and to make on-the-spot decisions and arrangements necessary for proper relations. 

According to the Communications Standards and Protocols, under normal operating conditions all official CHFS correspondence that is intended to represent the view of CHFS as a whole, the commissioner’s office and/or the executive staff must have pre-approval before distribution.  The commissioner, deputy commissioner, executive directors, directors, branch managers, project leaders, and other designated employees are the only employees authorized to send official correspondence outside of CHFS.  An executive director, prior to issuance, must approve any correspondence to all members of groups with which the commissioner or deputy commissioner have working relationships (i.e., all Information resource managers, all commissioner’s, media, etc.).  Official CHFS correspondence should be sent using the CHFS official state letterhead.

1.14.2.1 Communications Matrix

In general, the Management Recovery Team will be solely responsible for informing the public following a disaster event.  

The Management Recovery Team is responsible for gathering and disseminating timely information for external audiences during times of disaster, given the following objectives:

· Provide timely and accurate information and direction to those affected by the disaster;

· Reduce rumor and uncertainty; and,
· Maintain CHFS credibility and minimizing damage to its reputation.

Other than the above the following communication matrix applies to all communications during a disaster:

	Activity Description
	CHFS Office of Contract Oversight
	Commissioner
	Management Recovery Team
	Administrative Recovery Team
	MMIS Recovery Team
	Ancillary Systems Recovery Team
	Network Recovery Team

	1. Discussions with and inquiries from the Governor.
	
	(
	
	
	
	
	

	2. Official CHFS correspondence that is intended to represent the view of CHFS as a whole, the Commissioner’s office and/or the executive staff.
	
	(
	
	
	
	
	

	3. Financial or contractual correspondence.
	(
	
	
	
	
	
	

	4. Distribution and communication of press releases.
	
	
	(
	
	
	
	

	5. Inquiries from the press regarding the disaster, security, viruses, and CHFS policy or any other CHFS related issue. 
	
	
	(
	
	
	
	

	6. Inquiries from any legislative office regarding the disaster, security, viruses, and CHFS policy or any other CHFS related issue.
	
	
	(
	
	
	
	

	7. Acts as liaison with emergency response personnel.
	
	
	(
	
	
	
	

	8. Communicates information about the disaster to all team leaders.
	
	
	(
	
	
	
	

	9. Inquiries and communications with Recovery Teams with regard to their specific recovery activity and neHP with regard to the recovery activity.
	
	
	
	(
	
	
	

	10. Communications and inquiries with/ from the Administrative and Management Recovery Teams with regard to damage or outage assessment.
	
	
	
	
	(
	(
	(

	11. Communications and inquiries with/ from the MMIS and Distributed Systems Teams with regard to network communication assessment & outage.
	
	
	
	
	
	
	(

	12. Communications and inquiries with/ from the Distributed Systems and Network Recovery Teams with regard to items stored at the off-site storage facility.
	
	
	
	
	(
	
	

	13. Communications and inquiries with/ from the Distributed Systems and Network Recovery Teams with regard to items in transit from the off-site storage facility.
	
	
	
	
	(
	
	


1.15 Emergency Procurement

The Management Recovery Team is responsible for monitoring and controlling disaster related expenses during the recovery process.  The Administrative Recovery Team is responsible for purchasing and recording disaster related expenses.  A disaster event may cause circumstances where normal purchasing policies cannot be followed due to the need to quickly obtain equipment and supplies.  Whenever possible, purchasing policies should be followed.  In the event of a disaster, recovery team managers have purchasing authority based on the existing procurement policies.

All purchases should be recorded in the HP Corporate Account System (CAS) financial system.  Information contained in this log should include:

· Item purchased;
· Date purchased;
· Date delivery promised;
· Address to deliver;
· Method of delivery;
· Vendor purchased from;
· Cost of item;
· Purpose of purchase; and,
· Name of purchaser.
Receipts should be obtained to document each purchase.  All emergency purchase information and supporting documentation should be provided to the Administrative Recovery Team.  

2 Plan Organizational Structure

The organizational structure of the plan during and after a disaster closely resembles the current organization structure.  The contingency organization is designed to provide a structure similar to the operational organization.  The goal of the contingency organization is to accomplish a rapid and smooth recovery process. 

Recovery teams are operational groups responsible for restoring specific functions.  The teams have specific responsibilities that allow for a quick and successful recovery process.  Each team should have the authority to implement and accomplish the procedures contained in their functional area.

The plan assumes minimum contingency staff is available to perform team functions.  Certain business recovery roles are diversified based on the size of the team and the magnitude of the disaster.  The Business Continuity Team structure identifies reporting lines as well as responsibilities for key individuals.
2.1 Recovery Team Definitions
There are five major recovery teams designed within the plan.  These teams are color coded to facilitate the use of this document as described below:

	Color Name
	Team Description
	Section

	Grey
	Management Recovery Team
	2.4.1

	Blue
	Administrative Recovery Team
	2.4.2

	Green
	MMIS Recovery Team
	2.4.3

	Orange
	Ancillary Systems Recovery Team
	2.4.4

	Red
	Network Recovery Team
	2.4.5


Each of these teams has a separate section of the plan addressing specific responsibilities and procedures to be followed in the event of a disaster.

In addition to the establishment of recovery teams, the plan has assigned team positions and members.  Team positions include:

· Recovery administrator;

· Team member; 

· Business continuity coordinator;

· Alternate team manager; and 

· Team manager.

These persons provide the necessary leadership and direction to implement the plan and carry out the assigned duties and responsibilities at the time of a disaster.  The Disaster Recovery Plan Team structure is illustrated above.

The recovery team structure includes two important positions, the business continuity administrator and the business continuity coordinator.

2.2 Recovery administrator 

The recovery administrator is responsible for supervising and controlling recovery activities on an overall basis, and providing managerial direction to the leaders of all teams.  

2.3 Business Continuity Coordinator 

The business continuity coordinator is responsible for coordinating recovery activities between the Management Recovery Team and the other recovery teams.  The business continuity coordinator is also responsible for maintaining documentation relative to the recovery process. 

Responsibilities of the business continuity administrator and business continuity coordinator are further defined in the Management Recovery Team section of the plan.  In addition, this position is responsible for:

· Maintaining the Business Continuity plan;
· Distributing the plan and subsequent updates;
· Business Continuity plan training; and,
· Testing the plan.
2.4 Team managers

Team managers will be responsible for coordinating all recovery activities of their respective teams to reestablish operations to acceptable levels within the shortest possible timeframe.  These individuals will:

· Serve as the prime decision-makers for situations included and not included in the plan;
· Evaluate and critique initial disaster assessment reports and action plans;
· Submit disaster assessment reports to the Management Recovery Team;
· Identify additional recovery positions needed to assist in recovery activities;
· Direct and motivate the team members;
· Track the actual progress/completion of recovery activities against the projected sequence of recovery events (i.e., function as a project manager for the recovery process);
· Establish with the Management Recovery Team, progress-reporting times (hourly, every two hours, etc.) to ensure that required activities are being performed as planned; and,
· Submit final disaster assessment reports to the Management Recovery Team.
2.4.1 Management Recovery Team

The Management Recovery Team has the following general responsibilities:

· Receiving the initial disaster alert;
· Serving as primary liaison to emergency response personnel;
· Verifying the disaster event;
· Assessing the disaster event;
· Activating all or part of the Disaster Recovery Plan with the assistance of the Administrative Recovery Team;
· Activating the recovery center(s);
· Working with the Administrative Recovery Team to establish the DR Command Center:

· Facilities;
· Equipment and supplies; and,
· Personnel.
· Providing strategic direction to the Administrative Recovery Team;
· Performing public relations;
· Addressing legal issues; and,
· Monitoring recovery operations.

2.4.2 Administrative Recovery Team 

The Administrative Recovery Team has the following general responsibilities:

· Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery Team;
· Notifying Administrative Recovery Team members; 

· Notifying appropriate recovery team managers;
· Prioritizing actions and activities;
· Performing recovery action planning;
· Working with the Management Recovery Team to establish the DR Command Center:

· Facilities;
· Equipment and supplies; and,
· Personnel.
· Documenting recovery operations:

· Recovery status report; and,
· Emergency accounting procedures.
· Providing strategic direction to all recovery teams and personnel;
· Arranging for alternate facilities, if needed;
· Directing salvage efforts;
· Arranging for basic support services;
· Obtaining office equipment as necessary;
· Arranging transportation and travel;
· Verifying personnel status;
· Contacting construction and service vendors to arrange facility reconstruction as necessary;
· Arranging security:

· Disaster site; and,
· Alternate processing and facility sites.
· Arranging for temporary personnel;
· Notifying postal and courier services;
· Coordinating insurance claims;
· Analyzing records retention and salvage requirements;
· Coordinating asset removal;
· Executing recovery procedures;
· Assessing office damage;
· Issuing status reports;
· Monitoring recovery operations; and,
· Reporting status to the Management Recovery Team.

2.4.3 MMIS Recovery Team 

The MMIS Recovery Team has the following general responsibilities:

· Determining system and application status;
· Notifying and scheduling recovery team members;
· Retrieving backup media from the offsite storage location;
· Restoring MMIS infrastructure;
· Implementing MMIS backup file restoration;
· With respect to the MMIS:

· Protecting media and equipment at the Disaster Recovery Site;
· Restoring system files, applications, and data from backup copies of electronic media in collaboration with agency recovery teams;
· Executing recovery procedures;
· Recovering and verifying applications/data;
· Implementing security procedures; and,
· Reporting status to the Management Recovery Team.
2.4.4 Ancillary Systems Recovery Team 

The Ancillary Systems Recovery Team has the following responsibilities:

· Determining system and application status;
· Notifying and scheduling recovery team members;
· Installing/configuring servers;
· With respect to distributed systems:

· Protecting media and equipment;
· Restoring system files and applications from backup copies of electronic media;
· Executing recovery procedures;
· Recovering and verifying applications/data;
· Implementing security procedures; and,
· Reporting status to the Management Recovery Team.
2.4.5 Network Recovery Team 

The Network Recovery Team has the following responsibilities:

· Determining the status of the network;
· Notifying and scheduling recovery team members;
· Protecting media and equipment;
· Installing/configuring equipment and servers;
· Activating the backup network; and,
· With respect to networked systems equipment Including routers, switches, firewalls and email systems:

· Restoring system files from backup copies of electronic media;
· Restoring connectivity to customers and providing connectivity from the hot site to customers;
· Executing recovery procedures;
· Implementing security procedures; and,
· Reporting status to the Management Recovery Team.
Note: A summary flow chart of the MMIS DISASTER recover plan with summary team activities is attached.
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3 Plan Activation Process

Authority to declare a disaster is a crucial element of the plan and is assigned to a restricted number of individuals within the organization.  The absence of these individuals could jeopardize the effectiveness of the Disaster Recovery Plan if the declaration process is delayed.  Authorized members are listed in Appendix A.  This procedure should be verified annually for accuracy and improvements.  The activation process for the Disaster Recovery Plan is illustrated in Section 1.11 Plan Activation Process.
.

3.1 Disaster Event Guidelines

The decision to activate the plan in full or in part depends on a number of factors ultimately judged by the person(s) in charge.  These factors include:

· The type of disaster incident;
· The effect of the incident including the extent and type of damage or outage;
· How long critical/essential services are unavailable or inaccessible;
· Whether the services are mission critical; and,
· The anticipated recovery time. 

The following chart provides guidelines for the various disaster events:

	Incident
	Impact
	Outage
	Action Description

	Building Damage
	Facility unavailable, minor damage and situation under control
	< 4 hours
	Alert building management.

Notify Management Recovery Team.

Alert customers.

	
	Facility unavailable, moderate damage and situation may escalate
	4 - 48 hours
	Activate Management Recovery Team.

Activate HP Command Center.

Alert recovery teams.

Alert recovery center.

Alert customers.

	
	Facility unavailable, major damage and situation has escalated
	> 48  hours
	Activate Management Recovery Team.

Activate HP Command Center.

Activate recovery teams.

Activate recovery center.

Activate alternate work site(s). 

Alert customers.

	MMIS 

Outage
	Critical services unavailable, minor outage and system can be repaired onsite
	< 4 hours
	Call maintenance vendor and initiate repairs.

Notify Management Recovery Team.

Alert customers.

	
	Critical services unavailable, moderate outage and situation may escalate if repairs are unsuccessful
	4 - 48 hours
	Activate Management Recovery Team.

Activate HP Command Center.

Alert recovery teams.

Alert recovery center.

Alert customers.

	
	Critical services unavailable, major outage, repairs are not possible, and situation has escalated
	> 48  hours
	Activate Management Recovery Team.

Activate HP Command Center.

Activate recovery teams.

Activate recovery center.

Alert customers.

	Ancillary Systems Outage
	Critical services unavailable, minor outage and system can be repaired onsite
	< 4 hours
	Call maintenance vendor and initiate repairs.

Notify Management Recovery Team.

Alert customers.

	
	Critical services unavailable, moderate outage and situation may escalate if repairs are unsuccessful
	4 - 48 hours
	Activate Management Recovery Team.

Alert recovery teams.

Alert hardware vendor(s).

Alert customers.

	
	Critical services unavailable, major outage, repairs are not possible, and situation has escalated
	> 48  hours
	Activate Management Recovery Team.

Activate recovery teams.

Activate HP Command Center.

Order replacement equipment if required.

Alert customers.

	Network

Outage
	Critical services unavailable, minor outage and system can be repaired onsite
	< 4 hours
	Call maintenance vendor and initiate repairs.

Notify Management Recovery Team.

Alert customers.

	
	Critical services unavailable, moderate outage and situation may escalate if repairs are unsuccessful
	4 - 48 hours
	Activate Management Recovery Team.

Alert recovery teams.

Alert hardware vendor(s).

Alert customers.

	
	Critical services unavailable, major outage, repairs are not possible, and situation has escalated
	> 48  hours
	Activate Management Recovery Team.

Activate recovery teams.

Activate HP Command Center.

Order replacement equipment if required.

Alert customers.


3.2 Chain of Command

In the event the DRP is activated, the existing leadership structure and authority levels will generally remain in place.  Realizing that one or more persons within the leadership structure may be unable to assume their duties, the following succession plan has been established:

	Position

	1.  Account Manager

	2.  Deputy Account Manager

	3.  Operations Manager

	4.  Systems Operations Manager

	5.  Claims Manager

	6. Provider Relations Manager


3.3 Recovery Team Assignments

In organizing the recovery teams, each person's responsibilities are assigned based on the restoration of specific business processes.  Team members have the authority to carry out the responsibilities within their assigned area.  The team structure consists of various sub-groups to facilitate the identification and resolution of systems and operational disruptions.  Recovery teams have been defined to distribute recovery tasks as necessary.

Members of the recovery teams are listed in the following exhibits:

	Team Name
	Appendix

	Management Recovery Team
	Appendix A: Recovery Team Assignments 

	Administrative Recovery Team
	Appendix A: Recovery Team Assignments

	MMIS Recovery Team
	Appendix A: Recovery Team Assignments

	Ancillary System Recovery Team
	Appendix A: Recovery Team Assignments

	Network Recovery Team
	Appendix A: Recovery Team Assignments


4 Appendix A: Recovery Team Assignments 

See Appendix J Emergency Contact List for cross reference of role and name as well as alternative contact information.  
4.1 Management Recovery Team

	Name 
	Work Number

	Kentucky Medicaid Account Manager
	209-3190

	Kentucky Medicaid Deputy Account Manager
	209-3191

	Kentucky Medicaid Operations Manager
	209-3195

	Kentucky Medicaid Financial Manager
	765-451-4763

	Kentucky Medicaid Systems Operations Manager
	209-3126

	Kentucky Medicaid Claims Manager
	209-3129

	Kentucky Medicaid Provider Relations Manager
	209-3176


4.2 Administrative Recovery Team

	Name 
	Work Number

	Kentucky Medicaid Deputy Account Manager
	209-3191

	Kentucky Medicaid Administrative Assistant – Business Office
	209-3192

	Kentucky Medicaid Administrative Assistant receptionist .(front Lobby)
	209-3000

	Kentucky Medicaid Communications
	209-3078


4.3 MMIS Recovery Team

	Name 
	Work Number

	Kentucky Medicaid Technical Delivery Manager
	209-3161

	Kentucky Medicaid DSS Manager
	209-3145

	HP MMIS UNIX System administrator
	972-604-6630

	USGS Leverage Delivery Infrastructure Analyst
	972-604-7204

	HP MMIS Database administrator 
	972-604-3341


4.4 Ancillary Systems Recovery Team

	Name 
	Work Number

	EDI Technical Functional area lead
	972-604-2566

	HP Documentation Storage SME
	972-604-3180

	HP MMIS UNIX System administrator
	972-604-4499

	HP MMIS Database administrator
	972-604-3341

	USGS Leverage Delivery Infrastructure Analyst
	972-604-7204


4.5 Network Recovery Team

	Name 
	Work Number

	Kentucky Medicaid LAN Manager
	209-3177

	HP MMIS Platform SME
	972-604-4499

	HP System Architect 
	972-604-0201

	HP Orlando Data Center Operation SME
	407-207-8990 X 260

	Kentucky Medicaid Infrastructure Specialist - Security
	209-3134

	Kentucky Medicaid Infrastructure Specialist - Network
	209-3120

	Kentucky Medicaid Infrastructure Specialist - Network
	209-3148


5 Appendix B: Management Recovery Team Procedures 

5.1 Automated Voice Response System (AVRS)
5.1.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.
5.1.1.1 Receiving the initial event alert

5.1.1.1.1 Notified by AVRS team of outage and estimated time of restoration of service  
5.1.1.2 Verifying the disaster event
5.1.1.2.1 Contact the AVRS team point of contact to determine initial status 
5.1.1.3 Providing strategic direction to the Administrative Recovery Team

5.1.1.3.1 Authorize the ancillary team point of contact to complete repairs 
5.1.1.4 Performing public relations

5.1.1.4.1 Notify the appropriate Commonwealth users of the outage and estimate the time to complete the fix 
5.1.1.4.2 Notify internal HP teams of the outage and estimate time to complete the fix 
5.1.1.5 Addressing legal issues

5.1.1.5.1 Determine the effect of the outage in relation to the contract 
5.1.1.6 Monitoring recovery operations

5.1.1.6.1 Notified by AVRS of the status of restoration activities
5.1.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

5.1.2.1 Receiving the initial disaster alert

5.1.2.1.1 Notified by AVRS team of the outage and estimated time of restoration of service  

5.1.2.2 Verifying the disaster event

5.1.2.2.1 Contact AVRS team contact to determine the initial status 
5.1.2.3 Assessing the disaster event 
5.1.2.3.1 Determine the extent of the event in consultation with the AVRS team contact 
5.1.2.4 Activating all or part of the Disaster Recovery Plan 

5.1.2.4.1 Determine that the event classifies as a level 2 outage based on the AVRS team evaluation of the time required to restore the AVRS system to full functionality 
5.1.2.4.2 Provide the authority to acquire replacement hardware/software 
5.1.2.4.3 Provide the authority to activate the backup site 
5.1.2.5 Providing strategic direction to the Administrative Recovery team
5.1.2.5.1 Notify Administrative Recovery team of the priority of restoration of service 
5.1.2.6 Performing public relations 
5.1.2.6.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix 
5.1.2.6.2 Notify internal HP teams of outage and estimate time to complete fix 
5.1.2.7 Addressing legal issues 
5.1.2.7.1 Determine effect of outage in relation to contract 
5.1.2.8 Monitoring recovery operations 
5.1.2.8.1 Notified by AVRS team lead of status of restoration activities 
5.1.2.9 Serving as primary liaison to emergency response personnel

5.1.2.9.1 Notify emergency response personnel if outage/damage warrants 
5.1.2.9.2 Notify HP Security if outage/damage warrants 
5.1.2.10 Activating the recovery center(s) 
5.1.2.10.1 Notify back-up AVRS site contact that account request cut over. 
5.1.3 Level 3 

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

5.1.3.1 Receiving the initial disaster alert

5.1.3.1.1 Notified by AVRS team of outage and estimated time of restoration of service  

5.1.3.2 Verifying the disaster event

5.1.3.2.1 Contact AVRS team contact to determine initial status 
5.1.3.3 Assessing the disaster event

5.1.3.3.1 Determine the extent of the event in consultation with AVRS team contact 
5.1.3.4 Activating all or part of the Disaster Recovery Plan 

5.1.3.4.1 Determine that event classifies as a level 3 outage based on AVRS team evaluation of the time required to restore the AVRS system to full functionality 
5.1.3.4.2 Provide authority to acquire replacement hardware/software 
5.1.3.4.3 Provide authority to activate the backup site providing strategic direction to the Administrative Recovery team
5.1.3.4.4 Notify Herndon disaster recovery site of long term back up requirements

5.1.3.5 Performing public relations

5.1.3.5.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix

5.1.3.5.2 Notify internal HP teams of outage and estimate time to complete fix

5.1.3.5.3 Notify HP Corporate Relations of outage/damage for their drafting of official news release

5.1.3.6 Addressing legal issues

5.1.3.6.1 Determine effect of outage in relation to contract
5.1.3.7 Monitoring recovery operations 

5.1.3.7.1 Notified by AVRS team lead of status of restoration activities 
5.1.3.7.2 Notified by HP Corporate Real Estate of status of relocation activities 
5.1.3.8 Serving as primary liaison to emergency response personnel

5.1.3.8.1 Dial 911 and notify local emergency services (such as the fire department and police) if outage/damage warrants

5.1.3.8.2 Notify HP Security if outage/damage warrants

5.2 Bulletin Board System (BBS)

Note: The BBS refers to Kentucky Health Net 
5.2.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.

5.2.1.1 Receiving the initial event alert

5.2.1.1.1 Notified by BBS team of outage and estimated time of restoration of service  

5.2.1.2 Verifying the disaster event

5.2.1.2.1 Contact the BBS team point of contact to determine initial status 

5.2.1.3 Providing strategic direction to the Administrative Recovery Team

5.2.1.3.1 Authorize the ancillary team point of contact to complete repairs 

5.2.1.4 Performing public relations

5.2.1.4.1 Notify the appropriate Commonwealth users of the outage and estimate the time to complete the fix 

5.2.1.4.2 Notify internal HP teams of the outage and estimate time to complete the fix 

5.2.1.5 Addressing legal issues

5.2.1.5.1 Determine the effect of the outage in relation to the contract 

5.2.1.6 Monitoring recovery operations

5.2.1.6.1 Notified by BBS team of the status of restoration activities

5.2.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.
5.2.2.1 Receiving the initial disaster alert

5.2.2.1.1 Notified by BBS team of the outage and estimated time of restoration of service  

5.2.2.2 Verifying the disaster event

5.2.2.2.1 Contact BBS team contact to determine the initial status 

5.2.2.3 Assessing the disaster event 

5.2.2.3.1 Determine the extent of the event in consultation with the BBS team contact 

5.2.2.4 Activating all or part of the Disaster Recovery Plan 

5.2.2.4.1 Determine that the event classifies as a level 2 outage based on the BBS team evaluation of the time required to restore the BBS to full functionality 

5.2.2.4.2 Provide the authority to acquire replacement hardware/software 

5.2.2.4.3 Provide the authority to activate the backup site 

5.2.2.5 Providing strategic direction to the Administrative Recovery team
5.2.2.5.1 Notify Administrative Recovery team of the priority of restoration of service 

5.2.2.6 Performing public relations 

5.2.2.6.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix 

5.2.2.6.2 Notify internal HP teams of outage and estimate time to complete fix 

5.2.2.7 Addressing legal issues 

5.2.2.7.1 Determine effect of outage in relation to contract 

5.2.2.8 Monitoring recovery operations 

5.2.2.8.1 Notified by BBS team lead of status of restoration activities 

5.2.2.9 Serving as primary liaison to emergency response personnel

5.2.2.9.1 Notify emergency response personnel if outage/damage warrants 

5.2.2.9.2 Notify HP Security if outage/damage warrants 

5.2.2.10 Activating the recovery center(s) 

5.2.2.10.1 Notify back-up BBS site contact that account request cut over. 

5.2.3 Level 3 

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

5.2.3.1 Receiving the initial disaster alert

5.2.3.1.1 Notified by BBS team of outage and estimated time of restoration of service  

5.2.3.2 Verifying the disaster event

5.2.3.2.1 Contact BBS team contact to determine initial status 

5.2.3.3 Assessing the disaster event

5.2.3.3.1 Determine the extent of the event in consultation with BBS team contact 

5.2.3.4 Activating all or part of the Disaster Recovery Plan 

5.2.3.4.1 Determine that event classifies as a level 3 outage based on BBS team evaluation of the time required to restore the BBS to full functionality 

5.2.3.4.2 Provide authority to acquire replacement hardware/software 

5.2.3.4.3 Provide authority to activate the backup site providing strategic direction to the Administrative Recovery team
5.2.3.4.4 Notify Herndon disaster recovery site of long term back up requirements

5.2.3.5 Performing public relations

5.2.3.5.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix

5.2.3.5.2 Notify internal HP teams of outage and estimate time to complete fix

5.2.3.5.3 Notify HP Corporate Relations of outage/damage for their drafting of official news release

5.2.3.6 Addressing legal issues

5.2.3.6.1 Determine effect of outage in relation to contract
5.2.3.7 Monitoring recovery operations 

5.2.3.7.1 Notified by BBS team lead of status of restoration activities 

5.2.3.7.2 Notified by HP Corporate Real Estate of status of relocation activities 

5.2.3.8 Serving as primary liaison to emergency response personnel

5.2.3.8.1 Dial 911 and notify local emergency services (such as the fire department and police) if outage/damage warrants

5.2.3.8.2 Notify HP Security if outage/damage warrants

5.3 Claim Image Viewing (CIV)
Note: The Kentucky MMIS InterChange Claims Image Viewing solution is Hyland Software, Inc’s. OnBase® 
5.3.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.
5.3.1.1 Receiving the initial event alert

5.3.1.1.1 Notified by the CIV team of outage and estimated time of restoration of service  

5.3.1.2 Verifying the disaster event

5.3.1.2.1 Contact the CIV team point of contact to determine initial status 

5.3.1.3 Providing strategic direction to the Administrative Recovery team
5.3.1.3.1 Authorize the ancillary team point of contact to complete repairs 

5.3.1.4 Performing public relations

5.3.1.4.1 Notify the appropriate Commonwealth users of the outage and estimate the time to complete the fix 

5.3.1.4.2 Notify internal HP teams of the outage and estimate time to complete the fix 

5.3.1.5 Addressing legal issues

5.3.1.5.1 Determine the effect of the outage in relation to the contract 

5.3.1.6 Monitoring recovery operations

5.3.1.6.1 Notified by the CIV team of the status of restoration activities

5.3.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

5.3.2.1 Receiving the initial disaster alert

5.3.2.1.1 Notified by the CIV team of the outage and estimated time of restoration of service  

5.3.2.2 Verifying the disaster event

5.3.2.2.1 Contact the CIV team contact to determine the initial status 

5.3.2.3 Assessing the disaster event 

5.3.2.3.1 Determine the extent of the event in consultation with the CIV team contact 

5.3.2.4 Activating all or part of the Disaster Recovery Plan 

5.3.2.4.1 Determine that the event classifies as a level 2 outage based on the CIV team evaluation of the time required to restore the CIV system to full functionality 

5.3.2.4.2 Provide the authority to acquire replacement hardware/software 

5.3.2.4.3 Provide the authority to activate the backup site 
5.3.2.5 Providing strategic direction to the Administrative Recovery team
5.3.2.5.1 Notify Administrative Recovery team of the priority of restoration of service 

5.3.2.6 Performing public relations 

5.3.2.6.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix 

5.3.2.6.2 Notify internal HP teams of outage and estimate time to complete fix 

5.3.2.7 Addressing legal issues 

5.3.2.7.1 Determine effect of outage in relation to contract 

5.3.2.8 Monitoring recovery operations 

5.3.2.8.1 Notified by the CIV team lead of status of restoration activities 

5.3.2.9 Serving as primary liaison to emergency response personnel

5.3.2.9.1 Notify emergency response personnel if outage/damage warrants 

5.3.2.9.2 Notify HP Security if outage/damage warrants 

5.3.2.10 Activating the recovery center(s) 

5.3.2.10.1 Notify back-up CIV site contact that account request cut over. 

5.3.3 Level 3 

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

5.3.3.1 Receiving the initial disaster alert

5.3.3.1.1 Notified by the CIV team of outage and estimated time of restoration of service  

5.3.3.2 Verifying the disaster event

5.3.3.2.1 Contact the CIV team contact to determine initial status 

5.3.3.3 Assessing the disaster event

5.3.3.3.1 Determine the extent of the event in consultation with the CIV team contact 

5.3.3.4 Activating all or part of the Disaster Recovery Plan 

5.3.3.4.1 Determine that event classifies as a level 3 outage based on the CIV team evaluation of the time required to restore the CIV system to full functionality 

5.3.3.4.2 Provide authority to acquire replacement hardware/software 

5.3.3.4.3 Provide authority to activate the backup site providing strategic direction to the Administrative Recovery team
5.3.3.4.4 Notify Herndon disaster recovery site of long term back up requirements

5.3.3.5 Performing public relations

5.3.3.5.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix

5.3.3.5.2 Notify internal HP teams of outage and estimate time to complete fix

5.3.3.5.3 Notify HP Corporate Relations of outage/damage for their drafting of official news release

5.3.3.6 Addressing legal issues

5.3.3.6.1 Determine effect of outage in relation to contract
5.3.3.7 Monitoring recovery operations 

5.3.3.7.1 Notified by the CIV team lead of status of restoration activities 

5.3.3.7.2 Notified by HP Corporate Real Estate of status of relocation activities 

5.3.3.8 Serving as primary liaison to emergency response personnel

5.3.3.8.1 Dial 911 and notify local emergency services (such as the fire department and police) if outage/damage warrants

5.3.3.8.2 Notify HP Security if outage/damage warrants

5.4 Decision Support System (DSS)
5.4.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.

5.4.1.1 Receiving the initial event alert

5.4.1.1.1 Notified by the DSS team of outage and estimated time of restoration of service  

5.4.1.2 Verifying the disaster event

5.4.1.2.1 Contact the DSS team point of contact to determine initial status 

5.4.1.3 Providing strategic direction to the Administrative Recovery team
5.4.1.3.1 Authorize the ancillary team point of contact to complete repairs 

5.4.1.4 Performing public relations

5.4.1.4.1 Notify the appropriate Commonwealth users of the outage and estimate the time to complete the fix 

5.4.1.4.2 Notify internal HP teams of the outage and estimate time to complete the fix 

5.4.1.5 Addressing legal issues

5.4.1.5.1 Determine the effect of the outage in relation to the contract 

5.4.1.6 Monitoring recovery operations

5.4.1.6.1 Notified by the DSS of the status of restoration activities

5.4.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

5.4.2.1 Receiving the initial disaster alert

5.4.2.1.1 Notified by the DSS team of the outage and estimated time of restoration of service  

5.4.2.2 Verifying the disaster event

5.4.2.2.1 Contact the DSS team contact to determine the initial status 

5.4.2.3 Assessing the disaster event 

5.4.2.3.1 Determine the extent of the event in consultation with the DSS team contact 

5.4.2.4 Activating all or part of the Disaster Recovery Plan 

5.4.2.4.1 Determine that the event classifies as a level 2 outage based on the DSS team evaluation of the time required to restore the DSS to full functionality 

5.4.2.4.2 Provide the authority to acquire replacement hardware/software 

5.4.2.4.3 Provide the authority to activate the backup site 

5.4.2.5 Providing strategic direction to the Administrative Recovery team
5.4.2.5.1 Notify Administrative Recovery team of the priority of restoration of service 
5.4.2.6 Performing public relations 

5.4.2.6.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix 

5.4.2.6.2 Notify internal HP teams of outage and estimate time to complete fix 

5.4.2.7 Addressing legal issues 

5.4.2.7.1 Determine effect of outage in relation to contract 

5.4.2.8 Monitoring recovery operations 

5.4.2.8.1 Notified by the DSS team lead of status of restoration activities 

5.4.2.9 Serving as primary liaison to emergency response personnel

5.4.2.9.1 Notify emergency response personnel if outage/damage warrants 

5.4.2.9.2 Notify HP Security if outage/damage warrants 

5.4.2.10 Activating the recovery center(s) 

5.4.2.10.1 Notify the Herndon disaster recovery site contact that account request cut over. 

5.4.3 Level 3 

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

5.4.3.1 Receiving the initial disaster alert

5.4.3.1.1 Notified by the DSS team of outage and estimated time of restoration of service  

5.4.3.2 Verifying the disaster event

5.4.3.2.1 Contact the DSS team contact to determine initial status 

5.4.3.3 Assessing the disaster event

5.4.3.3.1 Determine the extent of the event in consultation with the DSS team contact 

5.4.3.4 Activating all or part of the Disaster Recovery Plan 

5.4.3.4.1 Determine that event classifies as a level 3 outage based on the DSS team evaluation of the time required to restore the DSS to full functionality 

5.4.3.4.2 Provide authority to acquire replacement hardware/software 

5.4.3.4.3 Provide authority to activate the backup site providing strategic direction to the Administrative Recovery team
5.4.3.4.4 Notify Herndon disaster recovery site of long term back up requirements

5.4.3.5 Performing public relations

5.4.3.5.1 Notify appropriate Commonwealth users of outage

5.4.3.5.2 Notify internal HP teams of outage and estimate time to complete fix

5.4.3.5.3 Notify HP Corporate Relations of outage/damage for their drafting of official news release

5.4.3.6 Addressing legal issues

5.4.3.6.1 Determine effect of outage in relation to contract
5.4.3.7 Monitoring recovery operations 

5.4.3.7.1 Notified by the DSS team lead of status of restoration activities 

5.5 EDI HIPAA Transaction
Note: The Kentucky MMIS InterChange EDI HIPAA Transaction solution is Microsoft’s. BizTalk®
5.5.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.

5.5.1.1 Receiving the initial event alert

5.5.1.1.1 Notified by the EDI HIPAA Transaction team of outage and estimated time of restoration of service  

5.5.1.2 Verifying the disaster event

5.5.1.2.1 Contact the EDI HIPAA Transaction team point of contact to determine initial status 

5.5.1.3 Providing strategic direction to the Administrative Recovery team
5.5.1.3.1 Authorize the ancillary team point of contact to complete repairs 

5.5.1.4 Performing public relations

5.5.1.4.1 Notify the appropriate Commonwealth users of the outage and estimate the time to complete the fix 

5.5.1.4.2 Notify internal HP teams of the outage and estimate time to complete the fix 

5.5.1.5 Addressing legal issues

5.5.1.5.1 Determine the effect of the outage in relation to the contract 

5.5.1.6 Monitoring recovery operations

5.5.1.6.1 Notified by the EDI HIPAA Transaction of the status of restoration activities

5.5.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

5.5.2.1 Receiving the initial disaster alert

5.5.2.1.1 Notified by the EDI HIPAA Transaction team of the outage and estimated time of restoration of service  

5.5.2.2 Verifying the disaster event

5.5.2.2.1 Contact the EDI HIPAA Transaction team contact to determine the initial status 

5.5.2.3 Assessing the disaster event 

5.5.2.3.1 Determine the extent of the event in consultation with the EDI HIPAA Transaction team contact 

5.5.2.4 Activating all or part of the Disaster Recovery Plan 

5.5.2.4.1 Determine that the event classifies as a level 2 outage based on the EDI HIPAA Transaction team evaluation of the time required to restore the EDI HIPAA Transaction system to full functionality 

5.5.2.4.2 Provide the authority to acquire replacement hardware/software 

5.5.2.4.3 Provide the authority to activate the backup site 

5.5.2.5 Providing strategic direction to the Administrative Recovery team
5.5.2.5.1 Notify Administrative Recovery team of the priority of restoration of service 

5.5.2.6 Performing public relations 

5.5.2.6.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix 

5.5.2.6.2 Notify internal HP teams of outage and estimate time to complete fix 

5.5.2.7 Addressing legal issues 

5.5.2.7.1 Determine effect of outage in relation to contract 

5.5.2.8 Monitoring recovery operations 

5.5.2.8.1 Notified by the EDI HIPAA Transaction team lead of status of restoration activities 

5.5.2.9 Serving as primary liaison to emergency response personnel

5.5.2.9.1 Notify emergency response personnel if outage/damage warrants 

5.5.2.9.2 Notify HP Security if outage/damage warrants 

5.5.2.10 Activating the recovery center(s) 

5.5.2.10.1 Notify Herndon disaster recovery site contact that account request cut over. 

5.5.3 Level 3 

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

5.5.3.1 Receiving the initial disaster alert

5.5.3.1.1 Notified by the EDI HIPAA Transaction team of outage and estimated time of restoration of service  

5.5.3.2 Verifying the disaster event

5.5.3.2.1 Contact the EDI HIPAA Transaction team contact to determine initial status 

5.5.3.3 Assessing the disaster event

5.5.3.3.1 Determine the extent of the event in consultation with the EDI HIPAA Transaction team contact 

5.5.3.4 Activating all or part of the Disaster Recovery Plan 

5.5.3.4.1 Determine that event classifies as a level 3 outage based on the EDI HIPAA Transaction team evaluation of the time required to restore the EDI HIPAA Transaction system to full functionality 

5.5.3.4.2 Provide authority to acquire replacement hardware/software 

5.5.3.4.3 Provide authority to activate the backup site providing strategic direction to the Administrative Recovery team
5.5.3.4.4 Notify Herndon disaster recovery site of long term back up requirements
5.5.3.5 Performing public relations

5.5.3.5.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix

5.5.3.5.2 Notify internal HP teams of outage and estimate time to complete fix

5.5.3.5.3 Notify HP Corporate Relations of outage/damage for their drafting of official news release

5.5.3.6 Addressing legal issues

5.5.3.6.1 Determine effect of outage in relation to contract
5.5.3.7 Monitoring recovery operations 

5.5.3.7.1 Notified by the EDI HIPAA Transaction team lead of status of restoration activities 

5.6 Eligibility Verification System (EVS)
Note: The Kentucky MMIS InterChange Eligibility Verification System solution is interVoice.
5.6.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.
5.6.1.1 Receiving the initial event alert

5.6.1.1.1 Notified by the EVS team of outage and estimated time of restoration of service  

5.6.1.2 Verifying the disaster event

5.6.1.2.1 Contact the EVS team point of contact to determine initial status 

5.6.1.3 Providing strategic direction to the Administrative Recovery team
5.6.1.3.1 Authorize the ancillary team point of contact to complete repairs 

5.6.1.4 Performing public relations

5.6.1.4.1 Notify the appropriate Commonwealth users of the outage and estimate the time to complete the fix 

5.6.1.4.2 Notify internal HP teams of the outage and estimate time to complete the fix 

5.6.1.5 Addressing legal issues

5.6.1.5.1 Determine the effect of the outage in relation to the contract 

5.6.1.6 Monitoring recovery operations

5.6.1.6.1 Notified by the EVS of the status of restoration activities

5.6.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

5.6.2.1 Receiving the initial disaster alert

5.6.2.1.1 Notified by the EVS team of the outage and estimated time of restoration of service  

5.6.2.2 Verifying the disaster event

5.6.2.2.1 Contact the EVS team contact to determine the initial status 

5.6.2.3 Assessing the disaster event 

5.6.2.3.1 Determine the extent of the event in consultation with the EVS team contact 

5.6.2.4 Activating all or part of the Disaster Recovery Plan 

5.6.2.4.1 Determine that the event classifies as a level 2 outage based on the EVS team evaluation of the time required to restore the EVS system to full functionality 

5.6.2.4.2 Provide the authority to acquire replacement hardware/software 

5.6.2.4.3 Provide the authority to activate the backup site 

5.6.2.5 Providing strategic direction to the Administrative Recovery team
5.6.2.5.1 Notify Administrative Recovery team of the priority of restoration of service 

5.6.2.6 Performing public relations 

5.6.2.6.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix 

5.6.2.6.2 Notify internal HP teams of outage and estimate time to complete fix 

5.6.2.7 Addressing legal issues 

5.6.2.7.1 Determine effect of outage in relation to contract 

5.6.2.8 Monitoring recovery operations 

5.6.2.8.1 Notified by the EVS team lead of status of restoration activities 

5.6.2.9 Serving as primary liaison to emergency response personnel

5.6.2.9.1 Notify emergency response personnel if outage/damage warrants 

5.6.2.9.2 Notify HP Security if outage/damage warrants 

5.6.2.10 Activating the recovery center(s) 

5.6.2.10.1 Notify Herndon disaster recovery site contact that account request cut over. 

5.6.3 Level 3 

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

5.6.3.1 Receiving the initial disaster alert

5.6.3.1.1 Notified by the EVS team of outage and estimated time of restoration of service  

5.6.3.2 Verifying the disaster event

5.6.3.2.1 Contact the EVS team contact to determine initial status 

5.6.3.3 Assessing the disaster event

5.6.3.3.1 Determine the extent of the event in consultation with the EVS team contact 

5.6.3.4 Activating all or part of the Disaster Recovery Plan 

5.6.3.4.1 Determine that event classifies as a level 3 outage based on EVS team evaluation of the time required to restore the EVS to full functionality 

5.6.3.4.2 Provide authority to acquire replacement hardware/software 

5.6.3.4.3 Provide authority to activate the backup site providing strategic direction to the Administrative Recovery team
5.6.3.4.4 Notify Herndon disaster recovery site of long term back up requirements

5.6.3.5 Performing public relations

5.6.3.5.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix

5.6.3.5.2 Notify internal HP teams of outage and estimate time to complete fix

5.6.3.5.3 Notify HP Corporate Relations of outage/damage for their drafting of official news release
5.6.3.6 Addressing legal issues

5.6.3.6.1 Determine effect of outage in relation to contract
5.6.3.7 Monitoring recovery operations 

5.6.3.7.1 Notified by the EVS team lead of status of restoration activities 

5.7 Online Reports
Note: The Kentucky MMIS InterChange Online Report Viewing solution is Hyland Software, Inc’s. OnBase® 
5.7.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.
5.7.1.1 Receiving the initial event alert

5.7.1.1.1 Notified by the Online Reports team of outage and estimated time of restoration of service  

5.7.1.2 Verifying the disaster event

5.7.1.2.1 Contact the Online Reports team point of contact to determine initial status 

5.7.1.3 Providing strategic direction to the Administrative Recovery team
5.7.1.3.1 Authorize the ancillary team point of contact to complete repairs 

5.7.1.4 Performing public relations

5.7.1.4.1 Notify the appropriate Commonwealth users of the outage and estimate the time to complete the fix 

5.7.1.4.2 Notify internal HP teams of the outage and estimate time to complete the fix 

5.7.1.5 Addressing legal issues

5.7.1.5.1 Determine the effect of the outage in relation to the contract 

5.7.1.6 Monitoring recovery operations

5.7.1.6.1 Notified by the Online Reports of the status of restoration activities

5.7.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

5.7.2.1 Receiving the initial disaster alert

5.7.2.1.1 Notified by the Online Reports team of the outage and estimated time of restoration of service  

5.7.2.2 Verifying the disaster event

5.7.2.2.1 Contact the Online Reports team contact to determine the initial status 

5.7.2.3 Assessing the disaster event 

5.7.2.3.1 Determine the extent of the event in consultation with the Online Reports team contact 

5.7.2.4 Activating all or part of the Disaster Recovery Plan 

5.7.2.4.1 Determine that the event classifies as a level 2 outage based on the Online Reports team evaluation of the time required to restore the Online Reports system to full functionality 

5.7.2.4.2 Provide the authority to acquire replacement hardware/software 

5.7.2.4.3 Provide the authority to activate the backup site 
5.7.2.5 Providing strategic direction to the Administrative Recovery team
5.7.2.5.1 Notify Administrative Recovery team of the priority of restoration of service 

5.7.2.6 Performing public relations 

5.7.2.6.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix 

5.7.2.6.2 Notify internal HP teams of outage and estimate time to complete fix 

5.7.2.7 Addressing legal issues 

5.7.2.7.1 Determine effect of outage in relation to contract 

5.7.2.8 Monitoring recovery operations 

5.7.2.8.1 Notified by the Online Reports team lead of status of restoration activities 

5.7.2.9 Serving as primary liaison to emergency response personnel

5.7.2.9.1 Notify emergency response personnel if outage/damage warrants 

5.7.2.9.2 Notify HP Security if outage/damage warrants 

5.7.2.10 Activating the recovery center(s) 

5.7.2.10.1 Notify Herndon disaster recovery site contact that account request cut over. 

5.7.3 Level 3 

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

5.7.3.1 Receiving the initial disaster alert

5.7.3.1.1 Notified by the Online Reports team of outage and estimated time of restoration of service  

5.7.3.2 Verifying the disaster event

5.7.3.2.1 Contact the Online Reports team contact to determine initial status 

5.7.3.3 Assessing the disaster event

5.7.3.3.1 Determine the extent of the event in consultation with Online Reports team contact 

5.7.3.4 Activating all or part of the Disaster Recovery Plan 

5.7.3.4.1 Determine that event classifies as a level 3 outage based on Online Reports team evaluation of the time required to restore the Online Reports system to full functionality 

5.7.3.4.2 Provide authority to acquire replacement hardware/software 

5.7.3.4.3 Provide authority to activate the backup site providing strategic direction to the Administrative Recovery team
5.7.3.4.4 Notify Herndon disaster recovery site of long term back up requirements

5.7.3.5 Performing public relations

5.7.3.5.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix

5.7.3.5.2 Notify internal HP teams of outage and estimate time to complete fix

5.7.3.5.3 Notify HP Corporate Relations of outage/damage for their drafting of official news release

5.7.3.6 Addressing legal issues

5.7.3.6.1 Determine effect of outage in relation to contract
5.7.3.7 Monitoring recovery operations 

5.7.3.7.1 Notified by the Online Reports team lead of status of restoration activities 

5.8 Provider Internet
Note: The Kentucky MMIS InterChange Provider Internet solution is KY Health Choices
5.8.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.
5.8.1.1 Receiving the initial event alert

5.8.1.1.1 Notified by the Provider Internet team of outage and estimated time of restoration of service  
5.8.1.2 Verifying the disaster event

5.8.1.2.1 Contact the Provider Internet team point of contact to determine initial status 
5.8.1.3 Providing strategic direction to the Administrative Recovery team
5.8.1.3.1 Authorize the ancillary team point of contact to complete repairs 
5.8.1.4 Performing public relations

5.8.1.4.1 Notify the appropriate Commonwealth users of the outage and estimate the time to complete the fix 
5.8.1.4.2 Notify internal HP teams of the outage and estimate time to complete the fix 
5.8.1.5 Addressing legal issues

5.8.1.5.1 Determine the effect of the outage in relation to the contract 
5.8.1.6 Monitoring recovery operations

5.8.1.6.1 Notified by the Provider Internet of the status of restoration activities
5.8.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

5.8.2.1 Receiving the initial disaster alert

5.8.2.1.1 Notified by the Provider Internet team of the outage and estimated time of restoration of service  
5.8.2.2 Verifying the disaster event

5.8.2.2.1 Contact the Provider Internet team contact to determine the initial status 
5.8.2.3 Assessing the disaster event 

5.8.2.3.1 Determine the extent of the event in consultation with the Provider Internet team contact 
5.8.2.4 Activating all or part of the Disaster Recovery Plan 

5.8.2.4.1 Determine that the event classifies as a level 2 outage based on the Provider Internet team evaluation of the time required to restore the Provider Internet system to full functionality 
5.8.2.4.2 Provide the authority to acquire replacement hardware/software 
5.8.2.4.3 Provide the authority to activate the backup site 

5.8.2.5 Providing strategic direction to the Administrative Recovery team
5.8.2.5.1 Notify Administrative Recovery team of the priority of restoration of service 
5.8.2.6 Performing public relations 

5.8.2.6.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix 
5.8.2.6.2 Notify internal HP teams of outage and estimate time to complete fix 
5.8.2.7 Addressing legal issues 

5.8.2.7.1 Determine effect of outage in relation to contract 
5.8.2.8 Monitoring recovery operations 

5.8.2.8.1 Notified by the Provider Internet team lead of status of restoration activities 
5.8.2.9 Serving as primary liaison to emergency response personnel
5.8.2.9.1 Notify emergency response personnel if outage/damage warrants 
5.8.2.9.2 Notify HP Security if outage/damage warrants 
5.8.2.10 Activating the recovery center(s) 

5.8.2.10.1 Notify Herndon recovery site contact that account request cut over. 
5.8.3 Level 3 

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

5.8.3.1 Receiving the initial disaster alert

5.8.3.1.1 Notified by the Provider Internet team of outage and estimated time of restoration of service  
5.8.3.2 Verifying the disaster event

5.8.3.2.1 Contact the Provider Internet team contact to determine initial status 
5.8.3.3 Assessing the disaster event

5.8.3.3.1 Determine the extent of the event in consultation with the Provider Internet team contact 
5.8.3.4 Activating all or part of the Disaster Recovery Plan 

5.8.3.4.1 Determine that event classifies as a level 3 outage based on Provider Internet team evaluation of the time required to restore the Provider Internet system to full functionality 
5.8.3.4.2 Provide authority to acquire replacement hardware/software 
5.8.3.4.3 Provide authority to activate the backup site providing strategic direction to the Administrative Recovery team
5.8.3.4.4 Notify Herndon disaster recovery site of long term back up requirements
5.8.3.5 Performing public relations

5.8.3.5.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix
5.8.3.5.2 Notify internal HP teams of outage and estimate time to complete fix

5.8.3.5.3 Notify HP Corporate Relations of outage/damage for their drafting of official news release
5.8.3.6 Addressing legal issues

5.8.3.6.1 Determine effect of outage in relation to contract
5.8.3.7 Monitoring recovery operations 
5.8.3.7.1 Notified by the Provider Internet team lead of status of restoration activities 
5.9 Benefit Administration 

5.9.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.
5.9.1.1 Receiving the initial event alert

5.9.1.1.1 Notified by Benefit Administration team of outage and estimated time of restoration of service  
5.9.1.2 Verifying the disaster event

5.9.1.2.1 Contact the Benefit Administration team point of contact to determine initial status 
5.9.1.3 Providing strategic direction to the Administrative Recovery team
5.9.1.3.1 Authorize the ancillary team point of contact to complete repairs 
5.9.1.4 Performing public relations

5.9.1.4.1 Notify the appropriate Commonwealth users of the outage and estimate the time to complete the fix 
5.9.1.4.2 Notify internal HP teams of the outage and estimate time to complete the fix 
5.9.1.5 Addressing legal issues

5.9.1.5.1 Determine the effect of the outage in relation to the contract 
5.9.1.6 Monitoring recovery operations

5.9.1.6.1 Notified by the Benefit Administration team of the status of restoration activities
5.9.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

5.9.2.1 Receiving the initial disaster alert

5.9.2.1.1 Notified by the Benefit Administration team of the outage and estimated time of restoration of service  
5.9.2.2 Verifying the disaster event

5.9.2.2.1 Contact the Benefit Administration team contact to determine the initial status 
5.9.2.3 Assessing the disaster event
5.9.2.3.1 Determine the extent of the event in consultation with the Benefit Administration team contact 
5.9.2.4 Activating all or part of the Disaster Recovery Plan
5.9.2.4.1 Determine that the event classifies as a level 2 outage based on the Benefit Administration team evaluation of the time required to restore the Benefit Administration system to full functionality 
5.9.2.4.2 Provide the authority to acquire replacement hardware/software 
5.9.2.4.3 Provide the authority to activate the backup site 
5.9.2.5 Providing strategic direction to the Administrative Recovery team
5.9.2.5.1 Notify Administrative Recovery team of the priority of restoration of service 
5.9.2.6 Performing public relations 

5.9.2.6.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix 
5.9.2.6.2 Notify internal HP teams of outage and estimate time to complete fix 
5.9.2.7 Addressing legal issues 

5.9.2.7.1 Determine effect of outage in relation to contract 
5.9.2.8 Monitoring recovery operations 

5.9.2.8.1 Notified by the Benefit Administration team lead of status of restoration activities 
5.9.2.9 Serving as primary liaison to emergency response personnel
5.9.2.9.1 Notify emergency response personnel if outage/damage warrants 
5.9.2.9.2 Notify HP Security if outage/damage warrants 
5.9.2.10 Activating the recovery center(s) 

5.9.2.10.1 Notify Herndon disaster recovery site contact that account request cut over. 
5.9.3 Level 3 

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

5.9.3.1 Receiving the initial disaster alert

5.9.3.1.1 Notified by the Benefit Administration team of outage and estimated time of restoration of service  
5.9.3.2 Verifying the disaster event

5.9.3.2.1 Contact the Benefit Administration team contact to determine initial status 
5.9.3.3 Assessing the disaster event

5.9.3.3.1 Determine the extent of the event in consultation with the Benefit Administration team contact 
5.9.3.4 Activating all or part of the Disaster Recovery Plan 

5.9.3.4.1 Determine that event classifies as a level 3 outage based on Benefit Administration team evaluation of the time required to restore the Benefit Administration system to full functionality 
5.9.3.4.2 Provide authority to acquire replacement hardware/software 
5.9.3.4.3 Provide authority to activate the backup site providing strategic direction to the Administrative Recovery team
5.9.3.4.4 Notify Herndon disaster recovery site of long term back up requirements
5.9.3.5 Performing public relations

5.9.3.5.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix
5.9.3.5.2 Notify internal HP teams of outage and estimate time to complete fix

5.9.3.5.3 Notify HP Corporate Relations of outage/damage for their drafting of official news release
5.9.3.6 Addressing legal issues

5.9.3.6.1 Determine effect of outage in relation to contract
5.9.3.7 Monitoring recovery operations 
5.9.3.7.1 Notified by the Benefit Administration team lead of status of restoration activities 
5.10 Claims
5.10.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.
5.10.1.1 Receiving the initial event alert

5.10.1.1.1 Notified by the Claims team of outage and estimated time of restoration of service  
5.10.1.2 Verifying the disaster event

5.10.1.2.1 Contact the Claims team point of contact to determine initial status 
5.10.1.3 Providing strategic direction to the Administrative Recovery team
5.10.1.3.1 Authorize the ancillary team point of contact to complete repairs 
5.10.1.4 Performing public relations

5.10.1.4.1 Notify the appropriate Commonwealth users of the outage and estimate the time to complete the fix 
5.10.1.4.2 Notify internal HP teams of the outage and estimate time to complete the fix 
5.10.1.5 Addressing legal issues

5.10.1.5.1 Determine the effect of the outage in relation to the contract 
5.10.1.6 Monitoring recovery operations

5.10.1.6.1 Notified by the Claims of the status of restoration activities
5.10.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

5.10.2.1 Receiving the initial disaster alert

5.10.2.1.1 Notified by the Claims team of the outage and estimated time of restoration of service  
5.10.2.2 Verifying the disaster event

5.10.2.2.1 Contact the Claims team contact to determine the initial status 
5.10.2.3 Assessing the disaster event 

5.10.2.3.1 Determine the extent of the event in consultation with the Claims team contact 
5.10.2.4 Activating all or part of the Disaster Recovery Plan 

5.10.2.4.1 Determine that the event classifies as a level 2 outage based on the Claims team evaluation of the time required to restore the Claims system to full functionality 
5.10.2.4.2 Provide the authority to acquire replacement hardware/software 
5.10.2.4.3 Provide the authority to activate the backup site 
5.10.2.5 Providing strategic direction to the Administrative Recovery team
5.10.2.5.1 Notify Administrative Recovery team of the priority of restoration of service 
5.10.2.6 Performing public relations 

5.10.2.6.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix 
5.10.2.6.2 Notify internal HP teams of outage and estimate time to complete fix 
5.10.2.7 Addressing legal issues 

5.10.2.7.1 Determine effect of outage in relation to contract 
5.10.2.8 Monitoring recovery operations 

5.10.2.8.1 Notified by the Claims team lead of status of restoration activities 
5.10.2.9 Serving as primary liaison to emergency response personnel
5.10.2.9.1 Notify emergency response personnel if outage/damage warrants 
5.10.2.9.2 Notify HP Security if outage/damage warrants 
5.10.2.10 Activating the recovery center(s) 

5.10.2.10.1 Notify Herndon disaster recovery site contact that account request cut over. 
5.10.3 Level 3 

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

5.10.3.1 Receiving the initial disaster alert

5.10.3.1.1 Notified by the Claims team of outage and estimated time of restoration of service  
5.10.3.2 Verifying the disaster event

5.10.3.2.1 Contact the Claims team contact to determine initial status 
5.10.3.3 Assessing the disaster event

5.10.3.3.1 Determine the extent of the event in consultation with the Claims team contact 
5.10.3.4 Activating all or part of the Disaster Recovery Plan 

5.10.3.4.1 Determine that event classifies as a level 3 outage based on the Claims team evaluation of the time required to restore the Claims system to full functionality 
5.10.3.4.2 Provide authority to acquire replacement hardware/software 
5.10.3.4.3 Provide authority to activate the backup site providing strategic direction to the Administrative Recovery team
5.10.3.4.4 Notify Herndon disaster recovery site of long term back up requirements
5.10.3.5 Performing public relations

5.10.3.5.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix
5.10.3.5.2 Notify internal HP teams of outage and estimate time to complete fix

5.10.3.5.3 Notify HP Corporate Relations of outage/damage for their drafting of official news release
5.10.3.6 Addressing legal issues

5.10.3.6.1 Determine effect of outage in relation to contract
5.10.3.7 Monitoring recovery operations 
5.10.3.7.1 Notified by the Claims team lead of status of restoration activities 
5.11 EPSDT
5.11.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.
5.11.1.1 Receiving the initial event alert

5.11.1.1.1 Notified by the EPSDT team of outage and estimated time of restoration of service  
5.11.1.2 Verifying the disaster event

5.11.1.2.1 Contact the EPSDT team point of contact to determine initial status 
5.11.1.3 Providing strategic direction to the Administrative Recovery team
5.11.1.3.1 Authorize the ancillary team point of contact to complete repairs 
5.11.1.4 Performing public relations

5.11.1.4.1 Notify the appropriate Commonwealth users of the outage and estimate the time to complete the fix 
5.11.1.4.2 Notify internal HP teams of the outage and estimate time to complete the fix 
5.11.1.5 Addressing legal issues

5.11.1.5.1 Determine the effect of the outage in relation to the contract 
5.11.1.6 Monitoring recovery operations

5.11.1.6.1 Notified by the EPSDT of the status of restoration activities
5.11.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

5.11.2.1 Receiving the initial disaster alert

5.11.2.1.1 Notified by the EPSDT team of the outage and estimated time of restoration of service  
5.11.2.2 Verifying the disaster event

5.11.2.2.1 Contact the EPSDT team contact to determine the initial status 
5.11.2.3 Assessing the disaster event 

5.11.2.3.1 Determine the extent of the event in consultation with the EPSDT team contact 
5.11.2.4 Activating all or part of the Disaster Recovery Plan 

5.11.2.4.1 Determine that the event classifies as a level 2 outage based on the EPSDT team evaluation of the time required to restore the EPSDT system to full functionality 
5.11.2.4.2 Provide the authority to acquire replacement hardware/software 
5.11.2.4.3 Provide the authority to activate the backup site 
5.11.2.5 Providing strategic direction to the Administrative Recovery team
5.11.2.5.1 Notify Administrative Recovery team of the priority of restoration of service 
5.11.2.6 Performing public relations 

5.11.2.6.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix 
5.11.2.6.2 Notify internal HP teams of outage and estimate time to complete fix 
5.11.2.7 Addressing legal issues 

5.11.2.7.1 Determine effect of outage in relation to contract 
5.11.2.8 Monitoring recovery operations 

5.11.2.8.1 Notified by the EPSDT team lead of status of restoration activities 
5.11.2.9 Activating the recovery center(s) 

5.11.2.9.1 Notify Herndon disaster recovery site contact that account request cut over. 
5.11.3 Level 3 

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

5.11.3.1 Receiving the initial disaster alert

5.11.3.1.1 Notified by the EPSDT team of outage and estimated time of restoration of service  
5.11.3.2 Verifying the disaster event

5.11.3.2.1 Contact the EPSDT team contact to determine initial status 
5.11.3.3 Assessing the disaster event

5.11.3.3.1 Determine the extent of the event in consultation with the EPSDT team contact 
5.11.3.4 Activating all or part of the Disaster Recovery Plan 

5.11.3.4.1 Determine that event classifies as a level 3 outage based on the EPSDT team evaluation of the time required to restore the EPSDT system to full functionality 
5.11.3.4.2 Provide authority to acquire replacement hardware/software 
5.11.3.4.3 Provide authority to activate the backup site providing strategic direction to the Administrative Recovery team
5.11.3.4.4 Notify Herndon disaster recovery site of long term back up requirements
5.11.3.5 Performing public relations

5.11.3.5.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix
5.11.3.5.2 Notify internal HP teams of outage and estimate time to complete fix

5.11.3.5.3 Notify HP Corporate Relations of outage/damage for their drafting of official news release
5.11.3.6 Addressing legal issues

5.11.3.6.1 Determine effect of outage in relation to contract
5.11.3.7 Monitoring recovery operations 
5.11.3.7.1 Notified by the EPSDT team lead of status of restoration activities 
5.12 Financial
5.12.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.
5.12.1.1 Receiving the initial event alert

5.12.1.1.1 Notified by the financial team of outage and estimated time of restoration of service  
5.12.1.2 Verifying the disaster event

5.12.1.2.1 Contact the Financial team point of contact to determine initial status 
5.12.1.3 Providing strategic direction to the Administrative Recovery team
5.12.1.3.1 Authorize the ancillary team point of contact to complete repairs 
5.12.1.4 Performing public relations

5.12.1.4.1 Notify the appropriate Commonwealth users of the outage and estimate the time to complete the fix 
5.12.1.4.2 Notify internal HP teams of the outage and estimate time to complete the fix 
5.12.1.5 Addressing legal issues

5.12.1.5.1 Determine the effect of the outage in relation to the contract 
5.12.1.6 Monitoring recovery operations

5.12.1.6.1 Notified by the financial team of the status of restoration activities
5.12.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

5.12.2.1 Receiving the initial disaster alert

5.12.2.1.1 Notified by the financial team of the outage and estimated time of restoration of service  
5.12.2.2 Verifying the disaster event

5.12.2.2.1 Contact the Financial team contact to determine the initial status 
5.12.2.3 Assessing the disaster event 

5.12.2.3.1 Determine the extent of the event in consultation with the financial team contact 
5.12.2.4 Activating all or part of the Disaster Recovery Plan 

5.12.2.4.1 Determine that the event classifies as a level 2 outage based on the financial team evaluation of the time required to restore the financial system to full functionality 
5.12.2.4.2 Provide the authority to acquire replacement hardware/software 
5.12.2.4.3 Provide the authority to activate the backup site 
5.12.2.5 Providing strategic direction to the Administrative Recovery team
5.12.2.5.1 Notify Administrative Recovery team of the priority of restoration of service 
5.12.2.5.2 Notify appropriate Commonwealth users of outage and estimate time to complete fix 
5.12.2.5.3 Notify internal HP teams of outage and estimate time to complete fix 
5.12.2.6 Addressing legal issues 

5.12.2.6.1 Determine effect of outage in relation to contract 
5.12.2.7 Monitoring recovery operations 

5.12.2.7.1 Notified by the financial team lead of status of restoration activities 
5.12.2.8 Serving as primary liaison to emergency response personnel
5.12.2.8.1 Notify emergency response personnel if outage/damage warrants 
5.12.2.8.2 Notify HP Security if outage/damage warrants 
5.12.2.9 Activating the recovery center(s) 

5.12.2.9.1 Notify Herndon disaster recovery site contact that account request cut over. 
5.12.3 Level 3 

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

5.12.3.1 Receiving the initial disaster alert

5.12.3.1.1 Notified by the financial team of outage and estimated time of restoration of service  
5.12.3.2 Verifying the disaster event

5.12.3.2.1 Contact the Financial team contact to determine initial status 
5.12.3.3 Assessing the disaster event

5.12.3.3.1 Determine the extent of the event in consultation with the financial team contact 
5.12.3.4 Activating all or part of the Disaster Recovery Plan 

5.12.3.4.1 Determine that event classifies as a level 3 outage based on the financial team evaluation of the time required to restore the financial system to full functionality 
5.12.3.4.2 Provide authority to acquire replacement hardware/software 
5.12.3.4.3 Provide authority to activate the backup site providing strategic direction to the Administrative Recovery team
5.12.3.4.4 Notify Herndon disaster recovery site of long term back up requirements
5.12.3.5 Performing public relations

5.12.3.5.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix
5.12.3.5.2 Notify internal HP teams of outage and estimate time to complete fix

5.12.3.5.3 Notify HP Corporate Relations of outage/damage for their drafting of official news release
5.12.3.6 Addressing legal issues

5.12.3.6.1 Determine effect of outage in relation to contract
5.12.3.7 Monitoring recovery operations 
5.12.3.7.1 Notified by the financial team lead of status of restoration activities 
5.13 FIQM
5.13.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.
5.13.1.1 Receiving the initial event alert

5.13.1.1.1 Notified by the FIQM team of outage and estimated time of restoration of service  
5.13.1.2 Verifying the disaster event

5.13.1.2.1 Contact the FIQM team point of contact to determine initial status 
5.13.1.3 Providing strategic direction to the Administrative Recovery team
5.13.1.3.1 Authorize the ancillary team point of contact to complete repairs 
5.13.1.4 Performing public relations

5.13.1.4.1 Notify the appropriate Commonwealth users of the outage and estimate the time to complete the fix 
5.13.1.4.2 Notify internal HP teams of the outage and estimate time to complete the fix 
5.13.1.5 Addressing legal issues

5.13.1.5.1 Determine the effect of the outage in relation to the contract 
5.13.1.6 Monitoring recovery operations

5.13.1.6.1 Notified by the FIQM of the status of restoration activities
5.13.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

5.13.2.1 Receiving the initial disaster alert

5.13.2.1.1 Notified by the FIQM team of the outage and estimated time of restoration of service  
5.13.2.2 Verifying the disaster event

5.13.2.2.1 Contact the FIQM team contact to determine the initial status 
5.13.2.3 Assessing the disaster event 

5.13.2.3.1 Determine the extent of the event in consultation with the FIQM team contact 
5.13.2.4 Activating all or part of the Disaster Recovery Plan 

5.13.2.4.1 Determine that the event classifies as a level 2 outage based on the FIQM team evaluation of the time required to restore the FIQM system to full functionality 
5.13.2.4.2 Provide the authority to acquire replacement hardware/software 
5.13.2.4.3 Provide the authority to activate the backup site 
5.13.2.5 Providing strategic direction to the Administrative Recovery team
5.13.2.5.1 Notify Administrative Recovery team of the priority of restoration of service 
5.13.2.6 Performing public relations 

5.13.2.6.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix 
5.13.2.6.2 Notify internal HP teams of outage and estimate time to complete fix 
5.13.2.7 Addressing legal issues 

5.13.2.7.1 Determine effect of outage in relation to contract 
5.13.2.8 Monitoring recovery operations 

5.13.2.8.1 Notified by the FIQM team lead of status of restoration activities 
5.13.2.9 Serving as primary liaison to emergency response personnel
5.13.2.9.1 Notify emergency response personnel if outage/damage warrants 
5.13.2.9.2 Notify HP Security if outage/damage warrants 
5.13.2.10 Activating the recovery center(s) 

5.13.2.10.1 Notify Herndon disaster recovery site contact that account request cut over. 
5.13.3 Level 3 

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

5.13.3.1 Receiving the initial disaster alert

5.13.3.1.1 Notified by the FIQM team of outage and estimated time of restoration of service  
5.13.3.2 Verifying the disaster event

5.13.3.2.1 Contact the FIQM team contact to determine initial status 
5.13.3.3 Assessing the disaster event

5.13.3.3.1 Determine the extent of the event in consultation with the FIQM team contact 
5.13.3.4 Activating all or part of the Disaster Recovery Plan 

5.13.3.4.1 Determine that event classifies as a level 3 outage based on the FIQM team evaluation of the time required to restore the FIQM system to full functionality 
5.13.3.4.2 Provide authority to acquire replacement hardware/software 
5.13.3.4.3 Provide authority to activate the backup site providing strategic direction to the Administrative Recovery team
5.13.3.4.4 Notify California Medicaid account of long term back up requirements
5.13.3.5 Performing public relations

5.13.3.5.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix
5.13.3.5.2 Notify internal HP teams of outage and estimate time to complete fix

5.13.3.5.3 Notify HP Corporate Relations of outage/damage for their drafting of official news release
5.13.3.6 Addressing legal issues

5.13.3.6.1 Determine effect of outage in relation to contract
5.13.3.7 Monitoring recovery operations 
5.13.3.7.1 Notified by the FIQM team lead of status of restoration activities 
5.14 Managed Care
5.14.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.
5.14.1.1 Receiving the initial event alert

5.14.1.1.1 Notified by Managed Care team of outage and estimated time of restoration of service  
5.14.1.2 Verifying the disaster event

5.14.1.2.1 Contact the Managed Care team point of contact to determine initial status 
5.14.1.3 Providing strategic direction to the Administrative Recovery team
5.14.1.3.1 Authorize the ancillary team point of contact to complete repairs 
5.14.1.4 Performing public relations

5.14.1.4.1 Notify the appropriate Commonwealth users of the outage and estimate the time to complete the fix 
5.14.1.4.2 Notify internal HP teams of the outage and estimate time to complete the fix 
5.14.1.5 Addressing legal issues

5.14.1.5.1 Determine the effect of the outage in relation to the contract 
5.14.1.6 Monitoring recovery operations

5.14.1.6.1 Notified by the Managed Care of the status of restoration activities
5.14.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

5.14.2.1 Receiving the initial disaster alert

5.14.2.1.1 Notified by Managed Care team of the outage and estimated time of restoration of service  
5.14.2.2 Verifying the disaster event

5.14.2.2.1 Contact the Managed Care team contact to determine the initial status 
5.14.2.3 Assessing the disaster event 

5.14.2.3.1 Determine the extent of the event in consultation with the Managed Care team contact 
5.14.2.4 Activating all or part of the Disaster Recovery Plan 

5.14.2.4.1 Determine that the event classifies as a level 2 outage based on the Managed Care team evaluation of the time required to restore the Managed Care system to full functionality 
5.14.2.4.2 Provide the authority to acquire replacement hardware/software 
5.14.2.4.3 Provide the authority to activate the backup site 
5.14.2.5 Providing strategic direction to the Administrative Recovery team
5.14.2.5.1 Notify Administrative Recovery team of the priority of restoration of service 

5.14.2.6 Performing public relations 

5.14.2.6.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix 
5.14.2.6.2 Notify internal HP teams of outage and estimate time to complete fix 
5.14.2.7 Addressing legal issues 

5.14.2.7.1 Determine effect of outage in relation to contract 
5.14.2.8 Monitoring recovery operations 

5.14.2.8.1 Notified by the Managed Care team lead of status of restoration activities 
5.14.2.9 Serving as primary liaison to emergency response personnel
5.14.2.9.1 Notify emergency response personnel if outage/damage warrants 
5.14.2.9.2 Notify HP Security if outage/damage warrants 
5.14.2.10 Activating the recovery center(s) 

5.14.2.10.1 Notify Herndon disaster recovery site contact that account request cut over. 
5.14.3 Level 3 

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

5.14.3.1 Receiving the initial disaster alert

5.14.3.1.1 Notified by the Managed Care team of outage and estimated time of restoration of service  
5.14.3.2 Verifying the disaster event

5.14.3.2.1 Contact the Managed Care team contact to determine initial status 
5.14.3.3 Assessing the disaster event

5.14.3.3.1 Determine the extent of the event in consultation with the Managed Care team contact 
5.14.3.4 Activating all or part of the Disaster Recovery Plan 

5.14.3.4.1 Determine that event classifies as a level 3 outage based on the Managed Care team evaluation of the time required to restore the Managed Care system to full functionality 
5.14.3.4.2 Provide authority to acquire replacement hardware/software 
5.14.3.4.3 Provide authority to activate the backup site providing strategic direction to the Administrative Recovery team
5.14.3.4.4 Notify California Medicaid account of long term back up requirements
5.14.3.5 Performing public relations

5.14.3.5.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix
5.14.3.5.2 Notify internal HP teams of outage and estimate time to complete fix

5.14.3.5.3 Notify HP Corporate Relations of outage/damage for their drafting of official news release
5.14.3.6 Addressing legal issues

5.14.3.6.1 Determine effect of outage in relation to contract
5.14.3.7 Monitoring recovery operations 
5.14.3.7.1 Notified by the Managed Care team lead of status of restoration activities 
5.15 MAR
5.15.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.
5.15.1.1 Receiving the initial event alert

5.15.1.1.1 Notified by the MAR team of outage and estimated time of restoration of service  
5.15.1.2 Verifying the disaster event

5.15.1.2.1 Contact the MAR team point of contact to determine initial status 
5.15.1.3 Providing strategic direction to the Administrative Recovery team
5.15.1.3.1 Authorize the ancillary team point of contact to complete repairs 
5.15.1.4 Performing public relations

5.15.1.4.1 Notify the appropriate Commonwealth users of the outage and estimate the time to complete the fix 
5.15.1.4.2 Notify internal HP teams of the outage and estimate time to complete the fix 
5.15.1.5 Addressing legal issues

5.15.1.5.1 Determine the effect of the outage in relation to the contract 
5.15.1.6 Monitoring recovery operations

5.15.1.6.1 Notified by the MAR of the status of restoration activities
5.15.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

5.15.2.1 Receiving the initial disaster alert

5.15.2.1.1 Notified by the MAR team of the outage and estimated time of restoration of service  
5.15.2.2 Verifying the disaster event

5.15.2.2.1 Contact the MAR team contact to determine the initial status 
5.15.2.3 Assessing the disaster event 

5.15.2.3.1 Determine the extent of the event in consultation with the MAR team contact 
5.15.2.4 Activating all or part of the Disaster Recovery Plan 

5.15.2.4.1 Determine that the event classifies as a level 2 outage based on the MAR team evaluation of the time required to restore the MAR system to full functionality 
5.15.2.4.2 Provide the authority to acquire replacement hardware/software 
5.15.2.4.3 Provide the authority to activate the backup site 
5.15.2.5 Providing strategic direction to the Administrative Recovery team
5.15.2.5.1 Notify Administrative Recovery team of the priority of restoration of service 

5.15.2.6 Performing public relations 

5.15.2.6.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix 
5.15.2.6.2 Notify internal HP teams of outage and estimate time to complete fix 
5.15.2.7 Addressing legal issues 

5.15.2.7.1 Determine effect of outage in relation to contract 
5.15.2.8 Monitoring recovery operations 

5.15.2.8.1 Notified by the MAR team lead of status of restoration activities 
5.15.2.9 Serving as primary liaison to emergency response personnel
5.15.2.9.1 Notify emergency response personnel if outage/damage warrants 
5.15.2.9.2 Notify HP Security if outage/damage warrants 
5.15.2.10 Activating the recovery center(s) 

5.15.2.10.1 Notify Herndon disaster recovery site contact that account request cut over. 
5.15.3 Level 3 

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

5.15.3.1 Receiving the initial disaster alert

5.15.3.1.1 Notified by the MAR team of outage and estimated time of restoration of service  
5.15.3.2 Verifying the disaster event

5.15.3.2.1 Contact the MAR team contact to determine initial status 
5.15.3.3 Assessing the disaster event

5.15.3.3.1 Determine the extent of the event in consultation with the MAR team contact 
5.15.3.4 Activating all or part of the Disaster Recovery Plan 

5.15.3.4.1 Determine that event classifies as a level 3 outage based on MAR team evaluation of the time required to restore the MAR system to full functionality 
5.15.3.4.2 Provide authority to acquire replacement hardware/software 
5.15.3.4.3 Provide authority to activate the backup site providing strategic direction to the Administrative Recovery team
5.15.3.4.4 Notify Herndon disaster recovery site of long term back up requirements
5.15.3.5 Performing public relations

5.15.3.5.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix
5.15.3.5.2 Notify internal HP teams of outage and estimate time to complete fix

5.15.3.5.3 Notify HP Corporate Relations of outage/damage for their drafting of official news release
5.15.3.6 Addressing legal issues

5.15.3.6.1 Determine effect of outage in relation to contract
5.15.3.7 Monitoring recovery operations 
5.15.3.7.1 Notified by the MAR team lead of status of restoration activities 
5.16 Member Data Management
5.16.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.
5.16.1.1 Receiving the initial event alert

5.16.1.1.1 Notified by the Member Data Management team of outage and estimated time of restoration of service  
5.16.1.2 Verifying the disaster event

5.16.1.2.1 Contact the Member Data Management team point of contact to determine initial status 
5.16.1.3 Providing strategic direction to the Administrative Recovery team
5.16.1.3.1 Authorize the ancillary team point of contact to complete repairs 
5.16.1.4 Performing public relations

5.16.1.4.1 Notify the appropriate Commonwealth users of the outage and estimate the time to complete the fix 
5.16.1.4.2 Notify internal HP teams of the outage and estimate time to complete the fix 
5.16.1.5 Addressing legal issues

5.16.1.5.1 Determine the effect of the outage in relation to the contract 
5.16.1.6 Monitoring recovery operations

5.16.1.6.1 Notified by the Member Data Management of the status of restoration activities
5.16.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

5.16.2.1 Receiving the initial disaster alert

5.16.2.1.1 Notified by the Member Data Management team of the outage and estimated time of restoration of service  
5.16.2.2 Verifying the disaster event

5.16.2.2.1 Contact the Member Data Management team contact to determine the initial status 
5.16.2.3 Assessing the disaster event 

5.16.2.3.1 Determine the extent of the event in consultation with the Member Data Management team contact 
5.16.2.4 Activating all or part of the Disaster Recovery Plan 

5.16.2.4.1 Determine that the event classifies as a level 2 outage based on the Member Data Management team evaluation of the time required to restore the Member Data Management system to full functionality 
5.16.2.4.2 Provide the authority to acquire replacement hardware/software 
5.16.2.4.3 Provide the authority to activate the backup site 
5.16.2.5 Providing strategic direction to the Administrative Recovery team
5.16.2.5.1 Notify Administrative Recovery team of the priority of restoration of service 
5.16.2.6 Performing public relations 

5.16.2.6.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix 
5.16.2.6.2 Notify internal HP teams of outage and estimate time to complete fix 
5.16.2.7 Addressing legal issues 

5.16.2.7.1 Determine effect of outage in relation to contract 
5.16.2.8 Monitoring recovery operations 

5.16.2.8.1 Notified by the Member Data Management team lead of status of restoration activities 
5.16.2.9 Serving as primary liaison to emergency response personnel
5.16.2.9.1 Notify emergency response personnel if outage/damage warrants 
5.16.2.9.2 Notify HP Security if outage/damage warrants 
5.16.2.10 Activating the recovery center(s) 

5.16.2.10.1 Notify Herndon disaster recovery site contact that account request cut over. 
5.16.3 Level 3 

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

5.16.3.1 Receiving the initial disaster alert

5.16.3.1.1 Notified by the Member Data Management team of outage and estimated time of restoration of service  
5.16.3.2 Verifying the disaster event

5.16.3.2.1 Contact the Member Data Management team contact to determine initial status 
5.16.3.3 Assessing the disaster event

5.16.3.3.1 Determine the extent of the event in consultation with Member Data Management team contact 
5.16.3.4 Activating all or part of the Disaster Recovery Plan 

5.16.3.4.1 Determine that event classifies as a level 3 outage based on Member Data Management team evaluation of the time required to restore the Member Data Management system to full functionality 
5.16.3.4.2 Provide authority to acquire replacement hardware/software 
5.16.3.4.3 Provide authority to activate the backup site providing strategic direction to the Administrative Recovery team
5.16.3.4.4 Notify Herndon disaster recovery site of long term back up requirements
5.16.3.5 Performing public relations

5.16.3.5.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix
5.16.3.5.2 Notify internal HP teams of outage and estimate time to complete fix

5.16.3.5.3 Notify HP Corporate Relations of outage/damage for their drafting of official news release
5.16.3.6 Addressing legal issues

5.16.3.6.1 Determine effect of outage in relation to contract
5.16.3.7 Monitoring recovery operations 
5.16.3.7.1 Notified by the Member Data Management team lead of status of restoration activities 
5.17 MMIS User Interface (Web)
Note: The Kentucky InterChange MMIS User Interface is the web portal front-end for accessing the InterChange system
5.17.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.
5.17.1.1 Receiving the initial event alert

5.17.1.1.1 Notified by the Web team of outage and estimated time of restoration of service  
5.17.1.2 Verifying the disaster event

5.17.1.2.1 Contact the Web team point of contact to determine initial status 
5.17.1.3 Providing strategic direction to the Administrative Recovery team
5.17.1.3.1 Authorize the ancillary team point of contact to complete repairs 
5.17.1.4 Performing public relations

5.17.1.4.1 Notify the appropriate Commonwealth users of the outage and estimate the time to complete the fix 
5.17.1.4.2 Notify internal HP teams of the outage and estimate time to complete the fix 
5.17.1.5 Addressing legal issues

5.17.1.5.1 Determine the effect of the outage in relation to the contract 
5.17.1.6 Monitoring recovery operations

5.17.1.6.1 Notified by the Web of the status of restoration activities

5.17.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

5.17.2.1 Receiving the initial disaster alert

5.17.2.1.1 Notified by the Web team of the outage and estimated time of restoration of service  
5.17.2.2 Verifying the disaster event

5.17.2.2.1 Contact the Web team contact to determine the initial status 
5.17.2.3 Assessing the disaster event 

5.17.2.3.1 Determine the extent of the event in consultation with the Web team contact 
5.17.2.4 Activating all or part of the Disaster Recovery Plan 

5.17.2.4.1 Determine that the event classifies as a level 2 outage based on the Web team evaluation of the time required to restore the Web system to full functionality 
5.17.2.4.2 Provide the authority to acquire replacement hardware/software 
5.17.2.4.3 Provide the authority to activate the backup site 

5.17.2.5 Providing strategic direction to the Administrative Recovery team
5.17.2.5.1 Notify Administrative Recovery team of the priority of restoration of service 
5.17.2.6 Performing public relations 

5.17.2.6.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix 
5.17.2.6.2 Notify internal HP teams of outage and estimate time to complete fix 
5.17.2.7 Addressing legal issues 

5.17.2.7.1 Determine effect of outage in relation to contract 
5.17.2.8 Monitoring recovery operations 

5.17.2.8.1 Notified by the Web team lead of status of restoration activities 
5.17.2.9 Serving as primary liaison to emergency response personnel
5.17.2.9.1 Notify emergency response personnel if outage/damage warrants 
5.17.2.9.2 Notify HP Security if outage/damage warrants 
5.17.2.10 Activating the recovery center(s) 

5.17.2.10.1 Notify Herndon disaster recovery site contact that account request cut over. 

5.17.3 Level 3 

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

5.17.3.1 Receiving the initial disaster alert

5.17.3.1.1 Notified by the Web team of outage and estimated time of restoration of service  
5.17.3.2 Verifying the disaster event

5.17.3.2.1 Contact the Web team contact to determine initial status 
5.17.3.3 Assessing the disaster event

5.17.3.3.1 Determine the extent of the event in consultation with Web team contact 
5.17.3.4 Activating all or part of the Disaster Recovery Plan 

5.17.3.4.1 Determine that event classifies as a level 3 outage based on the Web team evaluation of the time required to restore the Web system to full functionality 
5.17.3.4.2 Provide authority to acquire replacement hardware/software 
5.17.3.4.3 Provide authority to activate the backup site providing strategic direction to the Administrative Recovery team
5.17.3.4.4 Notify Herndon disaster recovery site of long term back up requirements
5.17.3.5 Performing public relations

5.17.3.5.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix
5.17.3.5.2 Notify internal HP teams of outage and estimate time to complete fix

5.17.3.5.3 Notify HP Corporate Relations of outage/damage for their drafting of official news release

5.17.3.6 Addressing legal issues

5.17.3.6.1 Determine effect of outage in relation to contract
5.17.3.7 Monitoring recovery operations 
5.17.3.7.1 Notified by the Web team lead of status of restoration activities 
5.18 Provider Data Management
5.18.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.
5.18.1.1 Receiving the initial event alert

5.18.1.1.1 Notified by the Provider Data Management team of outage and estimated time of restoration of service  
5.18.1.2 Verifying the disaster event

5.18.1.2.1 Contact the Provider Data Management team point of contact to determine initial status 
5.18.1.3 Providing strategic direction to the Administrative Recovery team
5.18.1.3.1 Authorize the ancillary team point of contact to complete repairs 
5.18.1.4 Performing public relations

5.18.1.4.1 Notify the appropriate Commonwealth users of the outage and estimate the time to complete the fix 
5.18.1.4.2 Notify internal HP teams of the outage and estimate time to complete the fix 
5.18.1.5 Addressing legal issues

5.18.1.5.1 Determine the effect of the outage in relation to the contract 
5.18.1.6 Monitoring recovery operations

5.18.1.6.1 Notified by the Provider Data Management of the status of restoration activities
5.18.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

5.18.2.1 Receiving the initial disaster alert

5.18.2.1.1 Notified by the Provider Data Management team of the outage and estimated time of restoration of service  
5.18.2.2 Verifying the disaster event

5.18.2.2.1 Contact the Provider Data Management team contact to determine the initial status 
5.18.2.3 Assessing the disaster event 

5.18.2.3.1 Determine the extent of the event in consultation with the Provider Data Management team contact 
5.18.2.4 Activating all or part of the Disaster Recovery Plan 

5.18.2.4.1 Determine that the event classifies as a level 2 outage based on the Provider Data Management team evaluation of the time required to restore the Provider Data Management system to full functionality 
5.18.2.4.2 Provide the authority to acquire replacement hardware/software 
5.18.2.4.3 Provide the authority to activate the backup site 
5.18.2.5 Providing strategic direction to the Administrative Recovery team
5.18.2.5.1 Notify Administrative Recovery team of the priority of restoration of service 
5.18.2.6 Performing public relations 

5.18.2.6.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix 
5.18.2.6.2 Notify internal HP teams of outage and estimate time to complete fix 
5.18.2.7 Addressing legal issues 

5.18.2.7.1 Determine effect of outage in relation to contract 
5.18.2.8 Monitoring recovery operations 

5.18.2.8.1 Notified by the Provider Data Management team lead of status of restoration activities 
5.18.2.9 Serving as primary liaison to emergency response personnel
5.18.2.9.1 Notify emergency response personnel if outage/damage warrants 
5.18.2.9.2 Notify HP Security if outage/damage warrants 
5.18.2.10 Activating the recovery center(s) 

5.18.2.10.1 Notify Herndon disaster recovery site contact that account request cut over. 
5.18.3 Level 3 

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

5.18.3.1 Receiving the initial disaster alert

5.18.3.1.1 Notified by the Provider Data Management team of outage and estimated time of restoration of service  
5.18.3.2 Verifying the disaster event

5.18.3.2.1 Contact the Provider Data Management team contact to determine initial status 
5.18.3.3 Assessing the disaster event

5.18.3.3.1 Determine the extent of the event in consultation with the Provider Data Management team contact 
5.18.3.4 Activating all or part of the Disaster Recovery Plan 

5.18.3.4.1 Determine that event classifies as a level 3 outage based on the Provider Data Management team evaluation of the time required to restore the Provider Data Management system to full functionality 
5.18.3.4.2 Provide authority to acquire replacement hardware/software 
5.18.3.4.3 Provide authority to activate the backup site providing strategic direction to the Administrative Recovery team
5.18.3.4.4 Notify Herndon disaster recovery site of long term back up requirements
5.18.3.5 Performing public relations

5.18.3.5.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix
5.18.3.5.2 Notify internal HP teams of outage and estimate time to complete fix

5.18.3.5.3 Notify HP Corporate Relations of outage/damage for their drafting of official news release
5.18.3.6 Addressing legal issues

5.18.3.6.1 Determine effect of outage in relation to contract
5.18.3.7 Monitoring recovery operations 
5.18.3.7.1 Notified by the Provider Data Management team lead of status of restoration activities 
5.19 Reference
5.19.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.
5.19.1.1 Receiving the initial event alert

5.19.1.1.1 Notified by the Reference team of outage and estimated time of restoration of service  
5.19.1.2 Verifying the disaster event

5.19.1.2.1 Contact the Reference team point of contact to determine initial status 
5.19.1.3 Providing strategic direction to the Administrative Recovery team
5.19.1.3.1 Authorize the ancillary team point of contact to complete repairs 
5.19.1.4 Performing public relations

5.19.1.4.1 Reference Disaster Recovery Contact Master List.doc for the Commonwealth users to notify 

5.19.1.4.2 Notify the appropriate Commonwealth users of the outage and estimate the time to complete the fix 
5.19.1.4.3 Notify internal HP teams of the outage and estimate time to complete the fix 
5.19.1.5 Addressing legal issues

5.19.1.5.1 Determine the effect of the outage in relation to the contract 
5.19.1.6 Monitoring recovery operations

5.19.1.6.1 Notified by the Reference of the status of restoration activities
5.19.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

5.19.2.1 Receiving the initial disaster alert

5.19.2.1.1 Notified by the Reference team of the outage and estimated time of restoration of service  
5.19.2.2 Verifying the disaster event

5.19.2.2.1 Contact the Reference team contact to determine the initial status 
5.19.2.3 Assessing the disaster event 

5.19.2.3.1 Determine the extent of the event in consultation with the Reference team contact 
5.19.2.4 Activating all or part of the Disaster Recovery Plan 

5.19.2.4.1 Determine that the event classifies as a level 2 outage based on the Reference team evaluation of the time required to restore the Reference system to full functionality 
5.19.2.4.2 Provide the authority to acquire replacement hardware/software 
5.19.2.4.3 Provide the authority to activate the backup site 
5.19.2.5 Providing strategic direction to the Administrative Recovery team
5.19.2.5.1 Notify Administrative Recovery team of the priority of restoration of service 
5.19.2.6 Performing public relations 

5.19.2.6.1 Reference Disaster Recovery Contact Master List.doc for Commonwealth users to notify 

5.19.2.6.2 Notify appropriate Commonwealth users of outage and estimate time to complete fix 
5.19.2.6.3 Notify internal HP teams of outage and estimate time to complete fix 
5.19.2.7 Addressing legal issues 

5.19.2.7.1 Determine effect of outage in relation to contract 
5.19.2.8 Monitoring recovery operations 

5.19.2.8.1 Notified by the Reference team lead of status of restoration activities 
5.19.2.9 Serving as primary liaison to emergency response personnel
5.19.2.9.1 Notify emergency response personnel if outage/damage warrants 
5.19.2.9.2 Notify HP Security if outage/damage warrants 
5.19.2.10 Activating the recovery center(s) 

5.19.2.10.1 Notify Herndon disaster recovery site contact that account request cut over. 
5.19.3 Level 3 

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

5.19.3.1 Receiving the initial disaster alert

5.19.3.1.1 Notified by the Reference team of outage and estimated time of restoration of service  
5.19.3.2 Verifying the disaster event

5.19.3.2.1 Contact the Reference team contact to determine initial status 
5.19.3.3 Assessing the disaster event

5.19.3.3.1 Determine the extent of the event in consultation with the Reference team contact 
5.19.3.4 Activating all or part of the Disaster Recovery Plan 

5.19.3.4.1 Determine that event classifies as a level 3 outage based on the Reference team evaluation of the time required to restore the Reference system to full functionality 
5.19.3.4.2 Provide authority to acquire replacement hardware/software 
5.19.3.4.3 Provide authority to activate the backup site providing strategic direction to the Administrative Recovery team
5.19.3.4.4 Notify Herndon disaster recovery site of long term back up requirements
5.19.3.5 Performing public relations

5.19.3.5.1 Reference Disaster Recovery Contact Master List.doc for Commonwealth users to notify

5.19.3.5.2 Notify appropriate Commonwealth users of outage and estimate time to complete fix
5.19.3.5.3 Notify internal HP teams of outage and estimate time to complete fix

5.19.3.5.4 Notify HP Corporate Relations of outage/damage for their drafting of official news release
5.19.3.6 Addressing legal issues

5.19.3.6.1 Determine effect of outage in relation to contract
5.19.3.7 Monitoring recovery operations 
5.19.3.7.1 Notified by the Reference team lead of status of restoration activities 
5.20 Service Authorization
5.20.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.
5.20.1.1 Receiving the initial event alert

5.20.1.1.1 Notified by the Service Authorization team of outage and estimated time of restoration of service  
5.20.1.2 Verifying the disaster event

5.20.1.2.1 Contact the Service Authorization team point of contact to determine initial status 
5.20.1.3 Providing strategic direction to the Administrative Recovery team
5.20.1.3.1 Authorize the ancillary team point of contact to complete repairs 
5.20.1.4 Performing public relations

5.20.1.4.1 Notify the appropriate Commonwealth users of the outage and estimate the time to complete the fix 
5.20.1.4.2 Notify internal HP teams of the outage and estimate time to complete the fix 
5.20.1.5 Addressing legal issues

5.20.1.5.1 Determine the effect of the outage in relation to the contract 
5.20.1.6 Monitoring recovery operations

5.20.1.6.1 Notified by the Service Authorization of the status of restoration activities
5.20.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

5.20.2.1 Receiving the initial disaster alert

5.20.2.1.1 Notified by the Service Authorization team of the outage and estimated time of restoration of service  
5.20.2.2 Verifying the disaster event

5.20.2.2.1 Contact the Service Authorization team contact to determine the initial status 
5.20.2.3 Assessing the disaster event 

5.20.2.3.1 Determine the extent of the event in consultation with the Service Authorization team contact 
5.20.2.4 Activating all or part of the Disaster Recovery Plan 

5.20.2.4.1 Determine that the event classifies as a level 2 outage based on the Service Authorization team evaluation of the time required to restore the Service Authorization system to full functionality 
5.20.2.4.2 Provide the authority to acquire replacement hardware/software 
5.20.2.4.3 Provide the authority to activate the backup site 

5.20.2.5 Providing strategic direction to the Administrative Recovery team
5.20.2.5.1 Notify Administrative Recovery team of the priority of restoration of service 
5.20.2.6 Performing public relations 

5.20.2.6.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix 
5.20.2.6.2 Notify internal HP teams of outage and estimate time to complete fix 
5.20.2.7 Addressing legal issues 

5.20.2.7.1 Determine effect of outage in relation to contract 
5.20.2.8 Monitoring recovery operations 

5.20.2.8.1 Notified by the Service Authorization team lead of status of restoration activities 
5.20.2.9 Serving as primary liaison to emergency response personnel
5.20.2.9.1 Notify emergency response personnel if outage/damage warrants 
5.20.2.9.2 Notify HP Security if outage/damage warrants 
5.20.2.10 Activating the recovery center(s) 

5.20.2.10.1 Notify Herndon disaster recovery site contact that account request cut over. 
5.20.3 Level 3 

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

5.20.3.1 Receiving the initial disaster alert

5.20.3.1.1 Notified by the Service Authorization team of outage and estimated time of restoration of service  
5.20.3.2 Verifying the disaster event

5.20.3.2.1 Contact the Service Authorization team contact to determine initial status 
5.20.3.3 Assessing the disaster event

5.20.3.3.1 Determine the extent of the event in consultation with the Service Authorization team contact 
5.20.3.4 Activating all or part of the Disaster Recovery Plan 

5.20.3.4.1 Determine that event classifies as a level 3 outage based on the Service Authorization team evaluation of the time required to restore the Service Authorization system to full functionality 
5.20.3.4.2 Provide authority to acquire replacement hardware/software 
5.20.3.4.3 Provide authority to activate the backup site providing strategic direction to the Administrative Recovery team
5.20.3.4.4 Notify California Medicaid account of long term back up requirements
5.20.3.5 Performing public relations

5.20.3.5.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix
5.20.3.5.2 Notify internal HP teams of outage and estimate time to complete fix

5.20.3.5.3 Notify HP Corporate Relations of outage/damage for their drafting of official news release

5.20.3.6 Addressing legal issues

5.20.3.6.1 Determine effect of outage in relation to contract
5.20.3.7 Monitoring recovery operations 
5.20.3.7.1 Notified by the Service Authorization team lead of status of restoration activities 
5.21 File Transfer
5.21.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.
5.21.1.1 Receiving the initial event alert

5.21.1.1.1 Notified by the File Transfer team of outage and estimated time of restoration of service  
5.21.1.2 Verifying the disaster event

5.21.1.2.1 Contact the File Transfer team point of contact to determine initial status 
5.21.1.3 Providing strategic direction to the Administrative Recovery team
5.21.1.3.1 Authorize the ancillary team point of contact to complete repairs 
5.21.1.4 Performing public relations

5.21.1.4.1 Notify the appropriate Commonwealth users of the outage and estimate the time to complete the fix 
5.21.1.4.2 Notify internal HP teams of the outage and estimate time to complete the fix 
5.21.1.5 Addressing legal issues

5.21.1.5.1 Determine the effect of the outage in relation to the contract 
5.21.1.6 Monitoring recovery operations

5.21.1.6.1 Notified by the File Transfer of the status of restoration activities
5.21.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

5.21.2.1 Receiving the initial disaster alert

5.21.2.1.1 Notified by the File Transfer team of the outage and estimated time of restoration of service  
5.21.2.2 Verifying the disaster event

5.21.2.2.1 Contact the File Transfer team contact to determine the initial status 
5.21.2.3 Assessing the disaster event 

5.21.2.3.1 Determine the extent of the event in consultation with the File Transfer team contact 
5.21.2.4 Activating all or part of the Disaster Recovery Plan 

5.21.2.4.1 Determine that the event classifies as a level 2 outage based on the File Transfer team evaluation of the time required to restore the File Transfer system to full functionality 
5.21.2.4.2 Provide the authority to acquire replacement hardware/software 
5.21.2.4.3 Provide the authority to activate the backup site 
5.21.2.5 Providing strategic direction to the Administrative Recovery team
5.21.2.5.1 Notify Administrative Recovery team of the priority of restoration of service 

5.21.2.6 Performing public relations 

5.21.2.6.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix 
5.21.2.6.2 Notify internal HP teams of outage and estimate time to complete fix 
5.21.2.7 Addressing legal issues 

5.21.2.7.1 Determine effect of outage in relation to contract 
5.21.2.8 Monitoring recovery operations 

5.21.2.8.1 Notified by the File Transfer team lead of status of restoration activities 
5.21.2.9 Serving as primary liaison to emergency response personnel
5.21.2.9.1 Notify emergency response personnel if outage/damage warrants 
5.21.2.9.2 Notify HP Security if outage/damage warrants 
5.21.2.10 Activating the recovery center(s) 

5.21.2.10.1 Notify Herndon disaster recovery site contact that account request cut over. 
5.21.3 Level 3 

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

5.21.3.1 Receiving the initial disaster alert

5.21.3.1.1 Notified by the File Transfer team of outage and estimated time of restoration of service  
5.21.3.2 Verifying the disaster event

5.21.3.2.1 Contact the File Transfer team contact to determine initial status 
5.21.3.3 Assessing the disaster event

5.21.3.3.1 Determine the extent of the event in consultation with the File Transfer team contact 
5.21.3.4 Activating all or part of the Disaster Recovery Plan 

5.21.3.4.1 Determine that event classifies as a level 3 outage based on the File Transfer team evaluation of the time required to restore the File Transfer system to full functionality 
5.21.3.4.2 Provide authority to acquire replacement hardware/software 
5.21.3.4.3 Provide authority to activate the backup site providing strategic direction to the Administrative Recovery team
5.21.3.4.4 Notify California Medicaid account of long term back up requirements
5.21.3.5 Performing public relations

5.21.3.5.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix
5.21.3.5.2 Notify internal HP teams of outage and estimate time to complete fix

5.21.3.5.3 Notify HP Corporate Relations of outage/damage for their drafting of official news release
5.21.3.6 Addressing legal issues

5.21.3.6.1 Determine effect of outage in relation to contract
5.21.3.7 Monitoring recovery operations 
5.21.3.7.1 Notified by the File Transfer team lead of status of restoration activities 
5.22 SUR
5.22.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.
5.22.1.1 Receiving the initial event alert

5.22.1.1.1 Notified by the SUR team of outage and estimated time of restoration of service  
5.22.1.2 Verifying the disaster event

5.22.1.2.1 Contact the SUR team point of contact to determine initial status 
5.22.1.3 Providing strategic direction to the Administrative Recovery team
5.22.1.3.1 Authorize the ancillary team point of contact to complete repairs 
5.22.1.4 Performing public relations

5.22.1.4.1 Notify the appropriate Commonwealth users of the outage and estimate the time to complete the fix 
5.22.1.4.2 Notify internal HP teams of the outage and estimate time to complete the fix 
5.22.1.5 Addressing legal issues

5.22.1.5.1 Determine the effect of the outage in relation to the contract 
5.22.1.6 Monitoring recovery operations

5.22.1.6.1 Notified by the SUR of the status of restoration activities
5.22.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

5.22.2.1 Receiving the initial disaster alert

5.22.2.1.1 Notified by the SUR team of the outage and estimated time of restoration of service  
5.22.2.2 Verifying the disaster event

5.22.2.2.1 Contact the SUR team contact to determine the initial status 
5.22.2.3 Assessing the disaster event 

5.22.2.3.1 Determine the extent of the event in consultation with the SUR team contact 
5.22.2.4 Activating all or part of the Disaster Recovery Plan 

5.22.2.4.1 Determine that the event classifies as a level 2 outage based on the SUR team evaluation of the time required to restore the SUR system to full functionality 
5.22.2.4.2 Provide the authority to acquire replacement hardware/software 
5.22.2.4.3 Provide the authority to activate the backup site 
5.22.2.5 Providing strategic direction to the Administrative Recovery team
5.22.2.5.1 Notify Administrative Recovery team of the priority of restoration of service 

5.22.2.6 Performing public relations 

5.22.2.6.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix 
5.22.2.6.2 Notify internal HP teams of outage and estimate time to complete fix 
5.22.2.7 Addressing legal issues 

5.22.2.7.1 Determine effect of outage in relation to contract 
5.22.2.8 Monitoring recovery operations 

5.22.2.8.1 Notified by the SUR team lead of status of restoration activities 
5.22.2.9 Serving as primary liaison to emergency response personnel
5.22.2.9.1 Notify emergency response personnel if outage/damage warrants 
5.22.2.9.2 Notify HP Security if outage/damage warrants 
5.22.2.10 Activating the recovery center(s) 

5.22.2.10.1 Notify Herndon disaster recovery site contact that account request cut over. 
5.22.3 Level 3 

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

5.22.3.1 Receiving the initial disaster alert

5.22.3.1.1 Notified by the SUR team of outage and estimated time of restoration of service  
5.22.3.2 Verifying the disaster event

5.22.3.2.1 Contact the SUR team contact to determine initial status 
5.22.3.3 Assessing the disaster event

5.22.3.3.1 Determine the extent of the event in consultation with SUR team contact 
5.22.3.4 Activating all or part of the Disaster Recovery Plan 

5.22.3.4.1 Determine that event classifies as a level 3 outage based on the SUR team evaluation of the time required to restore the SUR system to full functionality 
5.22.3.4.2 Provide authority to acquire replacement hardware/software 
5.22.3.4.3 Provide authority to activate the backup site providing strategic direction to the Administrative Recovery team
5.22.3.4.4 Notify California Medicaid account of long term back up requirements
5.22.3.5 Performing public relations

5.22.3.5.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix
5.22.3.5.2 Notify internal HP teams of outage and estimate time to complete fix

5.22.3.5.3 Notify HP Corporate Relations of outage/damage for their drafting of official news release
5.22.3.6 Addressing legal issues

5.22.3.6.1 Determine effect of outage in relation to contract
5.22.3.7 Monitoring recovery operations 
5.22.3.7.1 Notified by the SUR team lead of status of restoration activities 
5.23 TPL
5.23.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.
5.23.1.1 Receiving the initial event alert

5.23.1.1.1 Notified by the TPL team of outage and estimated time of restoration of service  
5.23.1.2 Verifying the disaster event

5.23.1.2.1 Contact the TPL team point of contact to determine initial status 
5.23.1.3 Providing strategic direction to the Administrative Recovery team
5.23.1.3.1 Authorize the ancillary team point of contact to complete repairs 
5.23.1.4 Performing public relations

5.23.1.4.1 Notify the appropriate Commonwealth users of the outage and estimate the time to complete the fix 
5.23.1.4.2 Notify internal HP teams of the outage and estimate time to complete the fix 
5.23.1.5 Addressing legal issues

5.23.1.5.1 Determine the effect of the outage in relation to the contract 
5.23.1.6 Monitoring recovery operations

5.23.1.6.1 Notified by the TPL of the status of restoration activities
5.23.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

5.23.2.1 Receiving the initial disaster alert

5.23.2.1.1 Notified by the TPL team of the outage and estimated time of restoration of service  
5.23.2.2 Verifying the disaster event

5.23.2.2.1 Contact the TPL team contact to determine the initial status 
5.23.2.3 Assessing the disaster event 

5.23.2.3.1 Determine the extent of the event in consultation with the TPL team contact 
5.23.2.4 Activating all or part of the Disaster Recovery Plan 

5.23.2.4.1 Determine that the event classifies as a level 2 outage based on the TPL team evaluation of the time required to restore the TPL system to full functionality 
5.23.2.4.2 Provide the authority to acquire replacement hardware/software 
5.23.2.4.3 Provide the authority to activate the backup site 
5.23.2.5 Providing strategic direction to the Administrative Recovery team
5.23.2.5.1 Notify Administrative Recovery team of the priority of restoration of service 

5.23.2.6 Performing public relations 

5.23.2.6.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix 
5.23.2.6.2 Notify internal HP teams of outage and estimate time to complete fix 
5.23.2.7 Addressing legal issues 

5.23.2.7.1 Determine effect of outage in relation to contract 
5.23.2.8 Monitoring recovery operations 

5.23.2.8.1 Notified by the TPL team lead of status of restoration activities 
5.23.2.9 Serving as primary liaison to emergency response personnel
5.23.2.9.1 Notify emergency response personnel if outage/damage warrants 
5.23.2.9.2 Notify HP Security if outage/damage warrants 
5.23.2.10 Activating the recovery center(s) 

5.23.2.10.1 Notify Herndon disaster recovery site contact that account request cut over. 
5.23.3 Level 3 

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

5.23.3.1 Receiving the initial disaster alert

5.23.3.1.1 Notified by the TPL team of outage and estimated time of restoration of service  
5.23.3.2 Verifying the disaster event

5.23.3.2.1 Contact the TPL team contact to determine initial status 
5.23.3.3 Assessing the disaster event

5.23.3.3.1 Determine the extent of the event in consultation with the TPL team contact 
5.23.3.4 Activating all or part of the Disaster Recovery Plan 

5.23.3.4.1 Determine that event classifies as a level 3 outage based on the TPL team evaluation of the time required to restore the TPL system to full functionality 
5.23.3.4.2 Provide authority to acquire replacement hardware/software 
5.23.3.4.3 Provide authority to activate the backup site providing strategic direction to the Administrative Recovery team
5.23.3.4.4 Notify Herndon disaster recovery site of long term back up requirements
5.23.3.5 Performing public relations

5.23.3.5.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix
5.23.3.5.2 Notify internal HP teams of outage and estimate time to complete fix

5.23.3.5.3 Notify HP Corporate Relations of outage/damage for their drafting of official news release
5.23.3.6 Addressing legal issues

5.23.3.6.1 Determine effect of outage in relation to contract
5.23.3.7 Monitoring recovery operations 
5.23.3.7.1 Notified by the TPL team lead of status of restoration activities 
5.24 HP Frankfort Office – File Servers
5.24.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.

5.24.1.1 Receiving the initial event alert

5.24.1.1.1 Notified by the Infrastructure team of outage and estimated time of restoration of service  
5.24.1.2 Verifying the disaster event

5.24.1.2.1 Contact the Infrastructure team point of contact to determine initial status 
5.24.1.3 Providing strategic direction to the Administrative Recovery team
5.24.1.3.1 Authorize the ancillary team point of contact to complete repairs 
5.24.1.4 Performing public relations

5.24.1.4.1 Notify the appropriate Commonwealth users of the outage and estimate the time to complete the fix 
5.24.1.4.2 Notify internal HP teams of the outage and estimate time to complete the fix 
5.24.1.5 Addressing legal issues

5.24.1.5.1 Determine the effect of the outage in relation to the contract 
5.24.1.6 Monitoring recovery operations

5.24.1.6.1 Notified by the Infrastructure team of the status of restoration activities
5.24.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

5.24.2.1 Receiving the initial disaster alert

5.24.2.1.1 Notified by the Infrastructure team of the outage and estimated time of restoration of service  
5.24.2.2 Verifying the disaster event

5.24.2.2.1 Contact the Infrastructure team contact to determine the initial status 
5.24.2.3 Assessing the disaster event 

5.24.2.3.1 Determine the extent of the event in consultation with the Infrastructure team contact 
5.24.2.4 Activating all or part of the Disaster Recovery Plan 

5.24.2.4.1 Determine that the event classifies as a level 2 outage based on the Infrastructure team evaluation of the time required to restore the file servers to full functionality 
5.24.2.4.2 Provide the authority to acquire replacement hardware/software 
5.24.2.4.3 Provide the authority to activate the backup site 
5.24.2.5 Providing strategic direction to the Administrative Recovery team
5.24.2.5.1 Notify Administrative Recovery team of the priority of restoration of service 

5.24.2.6 Performing public relations 

5.24.2.6.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix 
5.24.2.6.2 Notify internal HP teams of outage and estimate time to complete fix 
5.24.2.7 Addressing legal issues 

5.24.2.7.1 Determine effect of outage in relation to contract 
5.24.2.8 Monitoring recovery operations 

5.24.2.8.1 Notified by the Infrastructure team lead of status of restoration activities 
5.24.2.9 Serving as primary liaison to emergency response personnel
5.24.2.9.1 Notify emergency response personnel if outage/damage warrants 
5.24.2.9.2 Notify HP Security if outage/damage warrants 
5.24.2.10 Activating the recovery center(s) 

5.24.2.10.1 Notify disaster recovery site contact that account request cut over. 
5.24.3 Level 3 

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

5.24.3.1 Receiving the initial disaster alert

5.24.3.1.1 Notified by the Infrastructure team of outage and estimated time of restoration of service  
5.24.3.2 Verifying the disaster event

5.24.3.2.1 Contact the Infrastructure team contact to determine initial status 
5.24.3.3 Assessing the disaster event

5.24.3.3.1 Determine the extent of the event in consultation with the Infrastructure team contact 
5.24.3.4 Activating all or part of the Disaster Recovery Plan 

5.24.3.4.1 Determine that event classifies as a level 3 outage based on the Infrastructure team evaluation of the time required to restore the file servers to full functionality 
5.24.3.4.2 Provide authority to acquire replacement hardware/software 
5.24.3.4.3 Provide authority to activate the backup site providing strategic direction to the Administrative Recovery team
5.24.3.4.4 Notify Indiana disaster recovery site of long term back up requirements
5.24.3.5 Performing public relations

5.24.3.5.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix
5.24.3.5.2 Notify internal HP teams of outage and estimate time to complete fix

5.24.3.5.3 Notify HP Corporate Relations of outage/damage for their drafting of official news release
5.24.3.6 Addressing legal issues

5.24.3.6.1 Determine effect of outage in relation to contract
5.24.3.7 Monitoring recovery operations 
Notified by the Infrastructure team lead of status of restoration activities 

5.25 Call Center 
Note: The Kentucky MMIS InterChange Call Centers function solution is Avaya IP telephony and Call Center hardware and software. 
5.25.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.
5.25.1.1 Receiving the initial event alert

5.25.1.1.1 Notified by the Call Center team of outage and estimated time of restoration of service  
5.25.1.2 Verifying the disaster event

5.25.1.2.1 Contact the Infrastructure team point of contact to determine initial status 
5.25.1.3 Providing strategic direction to the Administrative Recovery team
5.25.1.3.1 Authorize the ancillary team point of contact to complete repairs 
5.25.1.4 Performing public relations

5.25.1.4.1 Notify the appropriate Commonwealth users of the outage and estimate the time to complete the fix 
5.25.1.4.2 Notify internal HP teams of the outage and estimate time to complete the fix 
5.25.1.5 Addressing legal issues

5.25.1.5.1 Determine the effect of the outage in relation to the contract 
5.25.1.6 Monitoring recovery operations

5.25.1.6.1 Notified by the Infrastructure Team of the status of restoration activities
5.25.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

5.25.2.1 Receiving the initial disaster alert

5.25.2.1.1 Notified by the Call Center team of the outage and estimated time of restoration of service  
5.25.2.2 Verifying the disaster event

5.25.2.2.1 Contact the Infrastructure team contact to determine the initial status 
5.25.2.3 Assessing the disaster event 

5.25.2.3.1 Determine the extent of the event in consultation with the Infrastructure team contact 
5.25.2.4 Activating all or part of the Disaster Recovery Plan 

5.25.2.4.1 Determine that the event classifies as a level 2 outage based on the Infrastructure team evaluation of the time required to restore the Call Center system to full functionality 
5.25.2.4.2 Provide the authority to acquire replacement hardware/software 
5.25.2.4.3 Provide the authority to activate the backup site 

5.25.2.5 Providing strategic direction to the Administrative Recovery team
5.25.2.5.1 Notify Administrative Recovery team of the priority of restoration of service 
5.25.2.6 Performing public relations 

5.25.2.6.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix 
5.25.2.6.2 Notify internal HP teams of outage and estimate time to complete fix 
5.25.2.7 Addressing legal issues 

5.25.2.7.1 Determine effect of outage in relation to contract 
5.25.2.8 Monitoring recovery operations 

5.25.2.8.1 Notified by the Infrastructure team lead of status of restoration activities 
5.25.2.9 Serving as primary liaison to emergency response personnel
5.25.2.9.1 Notify emergency response personnel if outage/damage warrants 
5.25.2.9.2 Notify HP Security if outage/damage warrants 
5.25.2.10 Activating the recovery center(s) 

5.25.2.10.1 Notify California disaster recovery site contact that account request cut over. 
5.25.3 Level 3 

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

5.25.3.1 Receiving the initial disaster alert

5.25.3.1.1 Notified by the Call Center team of outage and estimated time of restoration of service  
5.25.3.2 Verifying the disaster event

5.25.3.2.1 Contact the Infrastructure team contact to determine initial status 
5.25.3.3 Assessing the disaster event

5.25.3.3.1 Determine the extent of the event in consultation with the Infrastructure team contact 
5.25.3.4 Activating all or part of the Disaster Recovery Plan 

5.25.3.4.1 Determine that event classifies as a level 3 outage based on the Infrastructure team evaluation of the time required to restore the Infrastructure system to full functionality 
5.25.3.4.2 Provide authority to acquire replacement hardware/software 
5.25.3.4.3 Provide authority to activate the backup site providing strategic direction to the Administrative Recovery team
5.25.3.4.4 Notify California disaster recovery site of long term back up requirements
5.25.3.5 Performing public relations

5.25.3.5.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix
5.25.3.5.2 Notify internal HP teams of outage and estimate time to complete fix

5.25.3.5.3 Notify HP Corporate Relations of outage/damage for their drafting of official news release
5.25.3.6 Addressing legal issues

5.25.3.6.1 Determine effect of outage in relation to contract
5.25.3.7 Monitoring recovery operations 
Notified by the Infrastructure team lead of status of restoration activities 

5.26 Print Center 

Note: The Kentucky InterChange MMIS Print Center is located at 656 Chamberlin Ave, Frankfort, KY 40601
5.26.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.
5.26.1.1 Receiving the initial event alert

5.26.1.1.1 Notified by the Print Operations team of outage and estimated time of restoration of service  
5.26.1.2 Verifying the disaster event

5.26.1.2.1 Contact the Infrastructure team point of contact to determine initial status 
5.26.1.3 Providing strategic direction to the Administrative Recovery team
5.26.1.3.1 Authorize the ancillary team point of contact to complete repairs 
5.26.1.4 Performing public relations

5.26.1.4.1 Notify the appropriate Commonwealth users of the outage and estimate the time to complete the fix 
5.26.1.4.2 Notify internal HP teams of the outage and estimate time to complete the fix 
5.26.1.5 Addressing legal issues

5.26.1.5.1 Determine the effect of the outage in relation to the contract 
5.26.1.6 Monitoring recovery operations

5.26.1.6.1 Notified by the Infrastructure Team of the status of restoration activities
5.26.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

5.26.2.1 Receiving the initial disaster alert

5.26.2.1.1 Notified by the Print Operations team of the outage and estimated time of restoration of service  
5.26.2.2 Verifying the disaster event

5.26.2.2.1 Contact the Infrastructure team contact to determine the initial status 
5.26.2.3 Assessing the disaster event 

5.26.2.3.1 Determine the extent of the event in consultation with the Infrastructure team contact 
5.26.2.4 Activating all or part of the Disaster Recovery Plan 

5.26.2.4.1 Determine that the event classifies as a level 2 outage based on the Infrastructure team evaluation of the time required to restore the print operations system to full functionality 
5.26.2.4.2 Provide the authority to acquire replacement hardware/software 
5.26.2.4.3 Provide the authority to activate the backup site 
5.26.2.5 Providing strategic direction to the Administrative Recovery team
5.26.2.5.1 Notify Administrative Recovery team of the priority of restoration of service 
5.26.2.6 Performing public relations 

5.26.2.6.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix 
5.26.2.6.2 Notify internal HP teams of outage and estimate time to complete fix 
5.26.2.7 Addressing legal issues 

5.26.2.7.1 Determine effect of outage in relation to contract 
5.26.2.8 Monitoring recovery operations 

5.26.2.8.1 Notified by the Infrastructure team lead of status of restoration activities 
5.26.2.9 Serving as primary liaison to emergency response personnel
5.26.2.9.1 Notify emergency response personnel if outage/damage warrants 
5.26.2.9.2 Notify HP Security if outage/damage warrants 
5.26.2.10 Activating the recovery center(s) 

5.26.2.10.1 Notify Indiana disaster recovery site contact that account request cut over. 
5.26.3 Level 3 

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

5.26.3.1 Receiving the initial disaster alert

5.26.3.1.1 Notified by the Print Operations team of outage and estimated time of restoration of service  
5.26.3.2 Verifying the disaster event

5.26.3.2.1 Contact the Infrastructure team contact to determine initial status 
5.26.3.3 Assessing the disaster event

5.26.3.3.1 Determine the extent of the event in consultation with the Infrastructure team contact 
5.26.3.4 Activating all or part of the Disaster Recovery Plan 

5.26.3.4.1 Determine that event classifies as a level 3 outage based on the Infrastructure team evaluation of the time required to restore the Infrastructure system to full functionality 
5.26.3.4.2 Provide authority to acquire replacement hardware/software 
5.26.3.4.3 Provide authority to activate the backup site providing strategic direction to the Administrative Recovery team
5.26.3.4.4 Notify Indiana disaster recovery site of long term back up requirements
5.26.3.5 Performing public relations

5.26.3.5.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix
5.26.3.5.2 Notify internal HP teams of outage and estimate time to complete fix

5.26.3.5.3 Notify HP Corporate Relations of outage/damage for their drafting of official news release

5.26.3.6 Addressing legal issues

5.26.3.6.1 Determine effect of outage in relation to contract
5.26.3.7 Monitoring recovery operations 
5.26.3.7.1 Notified by the Infrastructure team lead of status of restoration activities 
5.27 Voice Communications

Note: The Kentucky MMIS InterChange Voice Communication function solution is Avaya IP telephony hardware and software. 
5.27.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.

5.27.1.1 Receiving the initial event alert

5.27.1.1.1 Notified by the Infrastructure team of outage and estimated time of restoration of service  
5.27.1.2 Verifying the disaster event

5.27.1.2.1 Contact the Infrastructure team point of contact to determine initial status 
5.27.1.3 Providing strategic direction to the Administrative Recovery team
5.27.1.3.1 Authorize the ancillary team point of contact to complete repairs 
5.27.1.4 Performing public relations

5.27.1.4.1 Notify the appropriate Commonwealth users of the outage and estimate the time to complete the fix 
5.27.1.4.2 Notify internal HP teams of the outage and estimate time to complete the fix 
5.27.1.5 Addressing legal issues

5.27.1.5.1 Determine the effect of the outage in relation to the contract 
5.27.1.6 Monitoring recovery operations

5.27.1.6.1 Notified by the Infrastructure Team of the status of restoration activities
5.27.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

5.27.2.1 Receiving the initial disaster alert

5.27.2.1.1 Notified by the Infrastructure team of the outage and estimated time of restoration of service  
5.27.2.2 Verifying the disaster event

5.27.2.2.1 Contact the Infrastructure team contact to determine the initial status 
5.27.2.3 Assessing the disaster event 

5.27.2.3.1 Determine the extent of the event in consultation with the Infrastructure team contact 
5.27.2.4 Activating all or part of the Disaster Recovery Plan 

5.27.2.4.1 Determine that the event classifies as a level 2 outage based on the Infrastructure team evaluation of the time required to restore the voice communications to full functionality 
5.27.2.4.2 Provide the authority to acquire replacement hardware/software 
5.27.2.4.3 Provide the authority to activate the backup site 
5.27.2.5 Providing strategic direction to the Administrative Recovery team
5.27.2.5.1 Notify Administrative Recovery team of the priority of restoration of service 
5.27.2.6 Performing public relations 

5.27.2.6.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix 
5.27.2.6.2 Notify internal HP teams of outage and estimate time to complete fix 
5.27.2.7 Addressing legal issues 

5.27.2.7.1 Determine effect of outage in relation to contract 
5.27.2.8 Monitoring recovery operations 

5.27.2.8.1 Notified by the Infrastructure team lead of status of restoration activities 
5.27.2.9 Serving as primary liaison to emergency response personnel
5.27.2.9.1 Notify emergency response personnel if outage/damage warrants 
5.27.2.9.2 Notify HP Security if outage/damage warrants 
5.27.2.10 Activating the recovery center(s) 

5.27.2.10.1 Notify California site contact that account request cut over. 
5.27.3 Level 3 

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

5.27.3.1 Receiving the initial disaster alert

5.27.3.1.1 Notified by the Infrastructure team of outage and estimated time of restoration of service  
5.27.3.2 Verifying the disaster event

5.27.3.2.1 Contact the Infrastructure team contact to determine initial status 
5.27.3.3 Assessing the disaster event

5.27.3.3.1 Determine the extent of the event in consultation with the Infrastructure team contact 
5.27.3.4 Activating all or part of the Disaster Recovery Plan 

5.27.3.4.1 Determine that event classifies as a level 3 outage based on the Infrastructure team evaluation of the time required to restore the voice communications system to full functionality 
5.27.3.4.2 Provide authority to acquire replacement hardware/software 
5.27.3.4.3 Provide authority to activate the backup site providing strategic direction to the Administrative Recovery team
5.27.3.4.4 Notify California site of long term back up requirements
5.27.3.5 Performing public relations

5.27.3.5.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix
5.27.3.5.2 Notify internal HP teams of outage and estimate time to complete fix

5.27.3.5.3 Notify HP Corporate Relations of outage/damage for their drafting of official news release
5.27.3.6 Addressing legal issues

5.27.3.6.1 Determine effect of outage in relation to contract
5.27.3.7 Monitoring recovery operations 
5.27.3.7.1 Notified by the Infrastructure team lead of status of restoration activities 
5.28 Data Communications

Note: The Kentucky MMIS InterChange Data Communication solution is Cisco hardware and software.  Data Communication in the InterChange solution is the electronic transferring of data between the all the facilities used to process data for Kentucky MMIS.
5.28.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.

5.28.1.1 Receiving the initial event alert

5.28.1.1.1 Notified by the Infrastructure team of outage and estimated time of restoration of service  

5.28.1.2 Verifying the disaster event

5.28.1.2.1 Contact the Infrastructure manager to determine initial status 

5.28.1.3 Providing strategic direction to the Administrative Recovery team
5.28.1.3.1 Authorize the ancillary team point of contact to complete repairs 

5.28.1.4 Performing public relations

5.28.1.4.1 Notify the appropriate Commonwealth users of the outage and estimate the time to complete the fix 

5.28.1.4.2 Notify internal HP teams of the outage and estimate time to complete the fix 

5.28.1.5 Addressing legal issues

5.28.1.5.1 Determine the effect of the outage in relation to the contract 

5.28.1.6 Monitoring recovery operations

5.28.1.6.1 Notified by the Infrastructure team of the status of restoration activities

5.28.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

5.28.2.1 Receiving the initial disaster alert

5.28.2.1.1 Notified by the Infrastructure team of the outage and estimated time of restoration of service  

5.28.2.2 Verifying the disaster event

5.28.2.2.1 Contact the Infrastructure team manager to determine the initial status 

5.28.2.3 Assessing the disaster event 

5.28.2.3.1 Determine the extent of the event in consultation with the Infrastructure team contact 

5.28.2.4 Activating all or part of the Disaster Recovery Plan 

5.28.2.4.1 Determine that the event classifies as a level 2 outage based on the Infrastructure team evaluation of the time required to restore the data communications to full functionality 

5.28.2.4.2 Provide the authority to acquire replacement hardware/software 

5.28.2.4.3 Provide the authority to activate the backup site 

5.28.2.5 Providing strategic direction to the Administrative Recovery team
5.28.2.5.1 Notify Administrative Recovery team of the priority of restoration of service 

5.28.2.6 Performing public relations 

5.28.2.6.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix 

5.28.2.6.2 Notify internal HP teams of outage and estimate time to complete fix 

5.28.2.7 Addressing legal issues 

5.28.2.7.1 Determine effect of outage in relation to contract 

5.28.2.8 Monitoring recovery operations 

5.28.2.8.1 Notified by the Infrastructure team lead of status of restoration activities 

5.28.2.9 Serving as primary liaison to emergency response personnel

5.28.2.9.1 Notify emergency response personnel if outage/damage warrants 

5.28.2.9.2 Notify HP Security if outage/damage warrants 

5.28.2.10 Activating the recovery center(s) 

5.28.2.10.1 Notify disaster recovery site contact that account request cut over. 

5.28.3 Level 3 

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

5.28.3.1 Receiving the initial disaster alert

5.28.3.1.1 Notified by the Infrastructure team of outage and estimated time of restoration of service  

5.28.3.2 Verifying the disaster event

5.28.3.2.1 Contact the Infrastructure team manager to determine initial status 

5.28.3.3 Assessing the disaster event

5.28.3.3.1 Determine the extent of the event in consultation with the Infrastructure team contact 

5.28.3.4 Activating all or part of the Disaster Recovery Plan 

5.28.3.4.1 Determine that event classifies as a level 3 outage based on the Infrastructure team evaluation of the time required to restore the Infrastructure system to full functionality 

5.28.3.4.2 Provide authority to acquire replacement hardware/software 

5.28.3.4.3 Provide authority to activate the backup site providing strategic direction to the Administrative Recovery team
5.28.3.4.4 Notify disaster recovery site of long term back up requirements

5.28.3.5 Performing public relations

5.28.3.5.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix

5.28.3.5.2 Notify internal HP teams of outage and estimate time to complete fix

5.28.3.5.3 Notify HP Corporate Relations of outage/damage for their drafting of official news release

5.28.3.6 Addressing legal issues

5.28.3.6.1 Determine effect of outage in relation to contract
5.28.3.7 Monitoring recovery operations 

5.28.3.7.1 Notified by the Infrastructure team lead of status of restoration activities 
5.29 Provider Enrollment

5.29.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.

5.29.1.1 Receiving the initial event alert

5.29.1.1.1 Notified by the Provider Enrollment contact of outage of service  

5.29.1.2 Verifying the disaster event

5.29.1.2.1 Contact the Infrastructure manager to determine initial status 

5.29.1.3 Providing strategic direction to the Administrative Recovery team
5.29.1.3.1 Authorize the Infrastructure team point of contact to complete repairs 

5.29.1.4 Performing public relations

5.29.1.4.1 Notify the appropriate Commonwealth users of the outage and estimate the time to complete the fix 

5.29.1.4.2 Notify internal HP teams of the outage and estimate time to complete the fix 

5.29.1.5 Addressing legal issues

5.29.1.5.1 Determine the effect of the outage in relation to the contract 

5.29.1.6 Monitoring recovery operations

5.29.1.6.1 Notified by the Infrastructure Team of the status of restoration activities

5.29.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

5.29.2.1 Receiving the initial disaster alert

5.29.2.1.1 Notified by the Provider Enrollment contact of outage of service  

5.29.2.2 Verifying the disaster event

5.29.2.2.1 Contact the Infrastructure team manager to determine the initial status 

5.29.2.3 Assessing the disaster event 

5.29.2.3.1 Determine the extent of the event in consultation with the Infrastructure team contact 

5.29.2.4 Activating all or part of the Disaster Recovery Plan 

5.29.2.4.1 Determine that the event classifies as a level 2 outage based on the Infrastructure team evaluation of the time required to restore the Provider Enrollment system to full functionality 

5.29.2.4.2 Provide the authority to acquire replacement hardware/software 

5.29.2.4.3 Provide the authority to activate the backup site 

5.29.2.5 Providing strategic direction to the Administrative Recovery team
5.29.2.5.1 Notify Administrative Recovery team of the priority of restoration of service 

5.29.2.6 Performing public relations 

5.29.2.6.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix 

5.29.2.6.2 Notify internal HP teams of outage and estimate time to complete fix 

5.29.2.7 Addressing legal issues 

5.29.2.7.1 Determine effect of outage in relation to contract 

5.29.2.8 Monitoring recovery operations 

5.29.2.8.1 Notified by the Infrastructure team lead of status of restoration activities 

5.29.2.9 Serving as primary liaison to emergency response personnel

5.29.2.9.1 Notify emergency response personnel if outage/damage warrants 

5.29.2.9.2 Notify HP Security if outage/damage warrants 

5.29.2.10 Activating the recovery center(s) 

5.29.2.10.1 Notify disaster recovery site contact that account request cut over. 

5.29.3 Level 3 

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

5.29.3.1 Receiving the initial disaster alert

5.29.3.1.1 Notified by the Provider Enrollment contact of outage of service

5.29.3.2 Verifying the disaster event

5.29.3.2.1 Contact the Infrastructure team manager to determine initial status 

5.29.3.3 Assessing the disaster event

5.29.3.3.1 Determine the extent of the event in consultation with the Infrastructure team contact 

5.29.3.4 Activating all or part of the Disaster Recovery Plan 

5.29.3.4.1 Determine that event classifies as a level 3 outage based on the Infrastructure team evaluation of the time required to restore the Provider Enrollment system to full functionality 

5.29.3.4.2 Provide authority to acquire replacement hardware/software 

5.29.3.4.3 Provide authority to activate the backup site providing strategic direction to the Administrative Recovery team
5.29.3.4.4 Notify disaster recovery site of long term back up requirements

5.29.3.5 Performing public relations

5.29.3.5.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix

5.29.3.5.2 Notify internal HP teams of outage and estimate time to complete fix

5.29.3.5.3 Notify HP Corporate Relations of outage/damage for their drafting of official news release

5.29.3.6 Addressing legal issues

5.29.3.6.1 Determine effect of outage in relation to contract
5.29.3.7 Monitoring recovery operations 

5.29.3.7.1 Notified by the Infrastructure team lead of status of restoration activities 
5.30 EMARS

5.30.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.

5.30.1.1 Receiving the initial event alert

5.30.1.1.1 Notified by the EMARS contact of outage of service  

5.30.1.2 Verifying the disaster event

5.30.1.2.1 Contact the Infrastructure manager to determine initial status 

5.30.1.3 Providing strategic direction to the Administrative Recovery team
5.30.1.3.1 Authorize the Infrastructure team point of contact to complete repairs 

5.30.1.4 Performing public relations

5.30.1.4.1 Notify the appropriate Commonwealth users of the outage and estimate the time to complete the fix 

5.30.1.4.2 Notify internal HP teams of the outage and estimate time to complete the fix 

5.30.1.5 Addressing legal issues

5.30.1.5.1 Determine the effect of the outage in relation to the contract 

5.30.1.6 Monitoring recovery operations

5.30.1.6.1 Notified by the Infrastructure Team of the status of restoration activities

5.30.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

5.30.2.1 Receiving the initial disaster alert

5.30.2.1.1 Notified by the EMARS contact of outage of service  

5.30.2.2 Verifying the disaster event

5.30.2.2.1 Contact the Infrastructure team manager to determine the initial status 

5.30.2.3 Assessing the disaster event 

5.30.2.3.1 Determine the extent of the event in consultation with the Infrastructure team contact 

5.30.2.4 Activating all or part of the Disaster Recovery Plan 

5.30.2.4.1 Determine that the event classifies as a level 2 outage based on the Infrastructure team evaluation of the time required to restore the EMARS system to full functionality 

5.30.2.4.2 Provide the authority to acquire replacement hardware/software 

5.30.2.4.3 Provide the authority to activate the backup site 

5.30.2.5 Providing strategic direction to the Administrative Recovery team
5.30.2.5.1 Notify Administrative Recovery team of the priority of restoration of service 

5.30.2.6 Performing public relations 

5.30.2.6.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix 

5.30.2.6.2 Notify internal HP teams of outage and estimate time to complete fix 

5.30.2.7 Addressing legal issues 

5.30.2.7.1 Determine effect of outage in relation to contract 

5.30.2.8 Monitoring recovery operations 

5.30.2.8.1 Notified by the Infrastructure team lead of status of restoration activities 

5.30.2.9 Serving as primary liaison to emergency response personnel

5.30.2.9.1 Notify emergency response personnel if outage/damage warrants 

5.30.2.9.2 Notify HP Security if outage/damage warrants 

5.30.2.10 Activating the recovery center(s) 

5.30.2.10.1 Notify disaster recovery site contact that account request cut over. 

5.30.3 Level 3 

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

5.30.3.1 Receiving the initial disaster alert

5.30.3.1.1 Notified by the EMARS contact of outage of service

5.30.3.2 Verifying the disaster event

5.30.3.2.1 Contact the Infrastructure team manager to determine initial status 

5.30.3.3 Assessing the disaster event

5.30.3.3.1 Determine the extent of the event in consultation with the Infrastructure team contact 

5.30.3.4 Activating all or part of the Disaster Recovery Plan 

5.30.3.4.1 Determine that event classifies as a level 3 outage based on the Infrastructure team evaluation of the time required to restore the EMARS system to full functionality 

5.30.3.4.2 Provide authority to acquire replacement hardware/software 

5.30.3.4.3 Provide authority to activate the backup site providing strategic direction to the Administrative Recovery team
5.30.3.4.4 Notify disaster recovery site of long term back up requirements

5.30.3.5 Performing public relations

5.30.3.5.1 Notify appropriate Commonwealth users of outage and estimate time to complete fix

5.30.3.5.2 Notify internal HP teams of outage and estimate time to complete fix

5.30.3.5.3 Notify HP Corporate Relations of outage/damage for their drafting of official news release

5.30.3.6 Addressing legal issues

5.30.3.6.1 Determine effect of outage in relation to contract
5.30.3.7 Monitoring recovery operations 

5.30.3.7.1 Notified by the Infrastructure team lead of status of restoration activities 

6 Appendix C: Administrative Recovery Team Procedures 

6.1 AVRS
6.1.1 Level 1

Critical services unavailable, minor damage or outage and system can be repaired onsite

Duration: Less than four hours.
6.1.1.1  Notifying Administrative Recovery team members 

6.1.1.1.1 The AVRS team lead notifies the Administrative Recovery team that a Level 1 outage/damage has occurred. 
6.1.1.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team 
6.1.1.2.1 Determine the response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.1.1.3 Notifying appropriate recovery team managers

6.1.1.3.1 Notify AVRS team manager. 
6.1.1.3.2 Notify MMIS team manager.
6.1.1.4 Prioritizing actions and activities

6.1.1.4.1 Set the priority of the event response based on the priority listing in Appendix G.
6.1.1.4.2 Authorize the AVRS team manager to resolve outage event.
6.1.1.5 Performing recovery action planning

6.1.1.5.1 Notify all Administrative team members of the event and meeting location.
6.1.1.5.2 Consult with the AVRS team manger to determine nature of outage.
6.1.1.5.3 Notify all Management team members of the event.
6.1.1.6 Facilities

6.1.1.6.1 Determine what level of damage to the MMIS support facilities, if applicable.
6.1.1.7 Assessing office damage

6.1.1.7.1 Perform walkthrough of the main Frankfort facility to determine if any collateral damage has occurred.
6.1.1.7.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 
6.1.1.8 Equipment and supplies

6.1.1.8.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.1.1.8.2 Order any supplies from normal office supply vendor, if warranted.

6.1.1.9 Personnel
6.1.1.9.1 Verifying personnel status

6.1.1.9.1.1 Contact manager(s) of affected areas to determine employee status. 

6.1.1.9.1.2 Contact manager(s) of non-affected areas to determine employee status.
6.1.1.9.1.3 Initiate evacuation plan, if necessary.
6.1.1.9.2 Arranging for temporary personnel

6.1.1.9.2.1 Contact manager(s) of affected areas to determine the need for temporary staff.
6.1.1.9.2.2 Contact appropriate temporary agency for staffing neHP. 
6.1.1.10 Documenting recovery operations

6.1.1.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations.
6.1.1.11 Providing strategic direction to all recovery teams and personnel

6.1.1.11.1 Communicate priority of recovery to all recovery teams.
6.1.1.11.2 Coordinate all teams working on recovery activities.
6.1.1.12 Coordinating insurance claims 

6.1.1.12.1 Using a digital camera, take pictures of the damaged equipment or building. 

6.1.1.12.2 Contact the landlord for insurance adjustment if there is property damage.
6.1.1.12.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  
6.1.1.13 Monitoring recovery operations

6.1.1.13.1 Contact the AVRS Recovery team every half-hour for status reports.
6.1.1.14 Reporting status to the Management Recovery team

6.1.1.14.1 Contact the Management Recovery team hourly as to status of recovery activities.
6.1.1.14.2 Update recovery journal with hourly Management Recovery team status updates.
6.1.2 Level 2

Critical services are unavailable; there is moderate damage or outage, and the situation may escalate if repairs are unsuccessful.
Duration: More than four hours but less than 48 hours.
6.1.2.1 Notifying Administrative Recovery team members 

6.1.2.1.1 The AVRS team lead notifies the Administrative Recovery team that a Level 2 outage/damage has occurred. 

6.1.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team 
6.1.2.2.1 Determine the response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.1.2.3 Notifying appropriate recovery team managers

6.1.2.3.1 Notify AVRS team manager. 
6.1.2.3.2 Notify MMIS team manager.
6.1.2.3.3 Notify backup site contact, if applicable.
6.1.2.4 Prioritizing actions and activities

6.1.2.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.1.2.4.2 Authorize the AVRS team manager to resolve outage event.
6.1.2.5 Performing recovery action planning

6.1.2.5.1 Notify all administrative team members of the event and meeting location.
6.1.2.5.2 Consult with AVRS team manger to determine nature of outage.
6.1.2.5.3 Notify all management team members of the event.
6.1.2.6 Providing strategic direction to all recovery teams and personnel

6.1.2.6.1 Communicate priority of the recovery to all recovery teams.
6.1.2.6.2 Coordinate all teams working on recovery activities.
6.1.2.7 Facilities

6.1.2.7.1 Assessing office damage

6.1.2.7.1.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.1.2.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.1.2.7.2 Arranging security

6.1.2.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.1.2.7.2.2 Notify the HP Global Emergency Support line. 

6.1.2.7.3 Arranging for alternate facilities, if needed

6.1.2.7.3.1 Notify California Medicaid of requirement to switch to alternative AVRS system.
6.1.2.7.3.2 Coordinate switchover with local network manager.
6.1.2.7.4 Arranging transportation and travel

6.1.2.7.4.1 Arrange transportation for data files, if necessary.
6.1.2.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.1.2.7.5 Coordinating asset removal 

6.1.2.7.5.1 Contact HP facility management vendor.
6.1.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.1.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary

6.1.2.7.6.1 Contact landlord for building repair requirements.
6.1.2.7.6.2 Contact electric repair services. 

6.1.2.8 Equipment and supplies

6.1.2.8.1 Obtaining office equipment as necessary

6.1.2.8.1.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.1.2.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.1.2.9 Personnel

6.1.2.9.1 Verifying personnel status:
6.1.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:
6.1.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.1.2.9.1.1.2 Calls Security, if applicable. 

6.1.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.1.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.1.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.1.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:
6.1.2.9.1.2.1 Completes the information on the Injury Report form.  

6.1.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.1.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.1.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.1.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.1.2.9.2 Arranging for temporary personnel

6.1.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary. 
6.1.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 
6.1.2.10 Documenting recovery operations

6.1.2.10.1.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 
6.1.2.11 Emergency accounting procedures

6.1.2.11.1 Notify HP Kentucky Medicaid business office of the need for emergency accounting support. 
6.1.2.12 Directing salvage efforts

6.1.2.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.1.2.12.2 Arrange for transportation to temporary storage facility if materials is to be stored off-site.
6.1.2.13 Arranging for basic support services

6.1.2.13.1 Contact AVR backup site contact if backup site is required until the outage is corrected.
6.1.2.13.2 Coordinate with backup site contact, network manager and AVR Recovery team for switchover.
6.1.2.13.3 Coordinate with AVR Recovery team and corporate purchasing if replacement equipment is required. 

6.1.2.14 Coordinating insurance claims 

6.1.2.14.1 Using a digital camera, take pictures of damage equipment or building. 

6.1.2.14.2 Contact landlord for insurance adjustment, if there is property damage. 

6.1.2.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  

6.1.2.15 Analyzing records retention and salvage requirements 

6.1.2.15.1 Consult with the AVR team lead to determine if the outage event affects the retention of data as required in the RFP. 

6.1.2.15.2 Consult with the AVR team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.1.2.16 Monitoring recovery operations

6.1.2.16.1 Contact AVR Recovery team every half-hour for status reports.
6.1.2.17 Reporting status to the Management Recovery team

6.1.2.17.1 Contact Management Recovery team hourly as to the status of recovery activities.
6.1.2.17.2 Update recovery journal with hourly updates of the Management Recovery team.
6.1.3 Level 3

Critical services are unavailable; there is major damage or outage; repairs are not possible, and the situation has escalated.
Duration: Greater than 48 hours

6.1.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team 
6.1.3.1.1 Determine the response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.1.3.2 Notifying Administrative Recovery team members 

6.1.3.2.1 The AVRS team lead notifies the Administrative Recovery team that a Level 3 outage/damage has occurred. 

6.1.3.3 Notifying appropriate recovery team managers

6.1.3.3.1 Notify the AVRS team manager. 

6.1.3.3.2 Notify the MMIS team manager.
6.1.3.3.3 Notify the backup site manager of activation of backup agreement.
6.1.3.4 Prioritizing actions and activities

6.1.3.4.1 Set the priority of the event response based on the priority listing in Appendix G.
6.1.3.4.2 Authorize the AVRS team manager to resolve outage event.
6.1.3.5 Performing recovery action planning

6.1.3.5.1 Notify all Administrative team members of the event and meeting location.
6.1.3.5.2 Consult with the AVRS team manger to determine the nature of the outage.
6.1.3.5.3 Notify all Management team members of event.
6.1.3.5.4 Consult with the backup site manager on activation of backup requirements.
6.1.3.6 Providing strategic direction to all recovery teams and personnel

6.1.3.6.1 Communicate priority of the recovery to all recovery teams.
6.1.3.6.2 Coordinate all teams working on recovery activities.
6.1.3.7 Facilities

6.1.3.7.1 Assessing office damage

6.1.3.7.1.1 Perform walkthrough of the main Frankfort facility to determine the amount damage that has occurred.
6.1.3.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 
6.1.3.7.2 Arranging security

6.1.3.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.1.3.7.2.2 Notify the HP Global Emergency Support line. 

6.1.3.7.3 Arranging for alternate facilities, if needed

6.1.3.7.3.1 Notify California Medicaid of the requirement to switch to alternative AVRS system.
6.1.3.7.3.2 Coordinate switchover with local network manager.
6.1.3.7.3.3 Consult with HP Corporate Real Estate for temporary work site. 

6.1.3.7.3.4 Consult with the building landlord for temporary work site. 

6.1.3.7.4 Arranging transportation and travel

6.1.3.7.4.1 Arrange transportation for data files, if necessary.
6.1.3.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.1.3.7.5 Coordinating asset removal 

6.1.3.7.5.1 Contact HP facility management vendor.
6.1.3.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.1.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary

6.1.3.7.6.1 Contact landlord for building repair requirements.
6.1.3.7.6.2 Contact HP Corporate Real Estate for damage estimation services. 

6.1.3.7.6.3 Contact appropriate construction/service vendors for required repairs. 

6.1.3.8 Equipment and supplies

6.1.3.8.1 Obtaining office equipment as necessary
6.1.3.8.1.1 Notify HP Purchasing regarding the need to purchase any hardware, software or replacement office furniture.
6.1.3.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.1.3.9 Personnel

6.1.3.9.1 Verifying personnel status

6.1.3.9.1.1 Contact area managers to account for all personnel on site at the time of the disaster event. 

6.1.3.9.1.2 Review guest log book to determine if there are visitors in the facility who need to be accounted for.  

6.1.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.1.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.1.3.9.2.2 Calls Security, if applicable. 

6.1.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.1.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.1.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.1.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.1.3.9.3.1 Completes the information on the Injury Report form.  

6.1.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.1.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.1.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.1.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.1.3.9.4 Arranging for temporary personnel
6.1.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 

6.1.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 

6.1.3.10 Documenting recovery operations
6.1.3.10.1 Begin a recovery operations journal to keep detail notes on recovery operations 
6.1.3.11 Emergency accounting procedures

6.1.3.11.1 Inform HP Kentucky Medicaid Business office of the need for emergency accounting support. 
6.1.3.12 Directing salvage efforts

6.1.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.1.3.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.1.3.13 Arranging for basic support services

6.1.3.13.1 Contact the AVRS backup site contact if a backup site is required until the outage is corrected.
6.1.3.13.2 Coordinate with backup site contact, network manager and AVR recovery team for switchover.
6.1.3.13.3 Coordinate with AVRS Recovery team and Corporate Purchasing if replacement equipment is required. 
6.1.3.14 Coordinating insurance claims 

6.1.3.14.1 Using a digital camera, take pictures of the damaged equipment or building. 

6.1.3.14.2 Contact landlord for insurance adjustment if there is property damage. 

6.1.3.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.
6.1.3.15 Analyzing records retention and salvage requirements 

6.1.3.15.1 Consult with the AVRS team lead to determine if the outage event affects the retention of data as required in the RFP. 

6.1.3.15.2 Consult with the AVRS team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  
6.1.3.16 Monitoring recovery operations

6.1.3.16.1 Contact the AVRS Recovery team every half-hour for status reports.
6.1.3.16.2 Contact the Network Recovery manager every half-hour for status reports.
6.1.3.17 Reporting status to the management recovery team

6.1.3.17.1 Contact the Management Recovery team hourly as to status of recovery activities.
6.1.3.17.2 Update recovery journal with hourly updates of the Management Recovery team.
6.1.3.18 Disaster site

6.1.3.18.1 Contact HP Corporate Real Estate for alternate site arrangements.
6.1.3.18.2 Contact the local landlord for alternate site arrangements.
6.1.3.18.3 Develop a timeline for the relocation of existing services to the temporary recovery site. 
6.1.3.19 Notifying postal and courier services

6.1.3.19.1 Post notice on the front doors of the temporary recovery site for courier services. 

6.2 BBS
6.2.1 Level 1

Critical services are unavailable; there is minor damage or outage, and the system can be repaired on-site.
Duration: Less than four hours.
6.2.1.1 Notifying Administrative Recovery team members 

6.2.1.1.1 The BBS team lead notifies the Administrative Recovery team that a Level 1 outage/damage has occurred. 
6.2.1.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team 
6.2.1.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.2.1.3 Notifying appropriate recovery team managers

6.2.1.3.1 Notify the BBS team manager. 
6.2.1.3.2 Notify the MMIS team manager.
6.2.1.4 Prioritizing actions and activities

6.2.1.4.1 Set the priority of the event response based on the priority listing in Appendix G.
6.2.1.4.2 Authorize the BBS team manager to resolve outage event.
6.2.1.5 Performing recovery action planning
6.2.1.5.1 Notify all Administrative team members of the event and meeting location.

6.2.1.5.2 Consult with the BBS team manger to determine the nature of the outage.

6.2.1.5.3 Inform all Management team members of the event.

6.2.1.6 Facilities

6.2.1.6.1 Determine the level of damage to the MMIS support facilities, if applicable.
6.2.1.7 Assessing office damage

6.2.1.7.1 Perform a walkthrough of the main Frankfort facility to determine if any collateral damage has occurred.
6.2.1.7.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.2.1.8 Equipment and supplies

6.2.1.8.1 Notify HP Purchasing regarding the need to purchase any hardware or software.
6.2.1.8.2 Order needed supplies from the normal office supply vendor, if warranted.
6.2.1.9 Personnel

6.2.1.9.1 Verifying personnel status

6.2.1.9.1.1 Contact manager(s) of affected areas to determine employees’ status. 

6.2.1.9.1.2 Contact manager(s) of non-affected areas to determine employees’ status.
6.2.1.9.1.3 Initiate the evacuation plan, if necessary.
6.2.1.9.2 Arranging for temporary personnel

6.2.1.9.2.1 Contact manager(s) of affected areas to determine the need for temporary staff.
6.2.1.9.2.2 Contact appropriate temporary agency for staffing neHP.
6.2.1.10 Documenting recovery operations

6.2.1.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations.
6.2.1.11 Providing strategic direction to all recovery teams and personnel

6.2.1.11.1 Communicate the priority of the recovery to all recovery teams.
6.2.1.11.2 Coordinate all teams working on recovery activities.
6.2.1.12 Coordinating insurance claims 

6.2.1.12.1 Take pictures of damaged equipment or building. 

6.2.1.12.2 Contact the landlord for insurance adjustment if there is property damage.
6.2.1.12.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  
6.2.1.13 Monitoring recovery operations

6.2.1.13.1 Contact the BBS Recovery team every half hour for status reports. 
6.2.1.14 Reporting status to the management recovery team

6.2.1.14.1 Contact the Management Recovery team hourly as to the status of recovery activities.
6.2.1.14.2 Update recovery journal with the hourly updates of the Management Recovery team.
6.2.2 Level 2

Critical services are unavailable; there is moderate damage or outage, and the situation may escalate if repairs are unsuccessful.
Duration: More than four hours but less than 48 hours.
6.2.2.1 Notifying Administrative Recovery team members 

6.2.2.1.1 The BBS team lead informs the Administrative Recovery team that a Level 2 outage/damage has occurred.
6.2.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team 
6.2.2.2.1 Determine the response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan
6.2.2.3 Notifying appropriate recovery team managers

6.2.2.3.1 Notify the BBS team manager. 

6.2.2.3.2 Notify the MMIS team manager.
6.2.2.3.3 Notify the backup site contact, if applicable.
6.2.2.4 Prioritizing actions and activities

6.2.2.4.1 Set the priority of the event response based on the priority listing in Appendix G.
6.2.2.4.2 Authorize the BBS team manager to resolve outage event.
6.2.2.5 Performing recovery action planning

6.2.2.5.1 Inform all Administrative team members of the event and meeting location.
6.2.2.5.2 Consult with the BBS team manager to determine nature of outage.
6.2.2.5.3 Inform all Management team members of the event.
6.2.2.6 Providing strategic direction to all recovery teams and personnel

6.2.2.6.1 Communicate the priority of the recovery to all recovery teams.
6.2.2.6.2 Coordinate all teams working on recovery activities.
6.2.2.7 Facilities

6.2.2.7.1 Assessing office damage
6.2.2.7.1.1 Perform a walkthrough of the main Frankfort facility to determine if any collateral damage has occurred.
6.2.2.7.1.2 Document any damage to hardware or office environment in the recovery operations journal and with photographic evidence. 

6.2.2.7.2 Arranging security
6.2.2.7.2.1 Inform HP Security Help Desk in Herndon Virginia of security issues. 

6.2.2.7.2.2 Notify the HP Global Emergency Support line. 

6.2.2.7.3 Arranging for alternate facilities, if needed
6.2.2.7.3.1 Notify the alternate backup site of the requirement to switch to alternate BBS system.
6.2.2.7.3.2 Coordinate the switchover with the local network manager.
6.2.2.7.4 Arranging transportation and travel

6.2.2.7.4.1 Arrange transportation for data files, if necessary.
6.2.2.7.4.2 Arrange transportation for personnel to alternate work site, if necessary. 

6.2.2.7.5 Coordinating asset removal 

6.2.2.7.5.1 Contact HP facility management vendor.
6.2.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.2.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary

6.2.2.7.6.1 Contact the landlord to discuss building repair requirements.
6.2.2.7.6.2 Contact electric repair services. 

6.2.2.8 Equipment and supplies

6.2.2.8.1 Obtaining office equipment as necessary
6.2.2.8.1.1 Notify HP Purchasing regarding the need to purchase any hardware or software.
6.2.2.8.1.2 Order needed supplies from the normal office supply vendor, if warranted.
6.2.2.9 Personnel

6.2.2.9.1 Verifying personnel status

6.2.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.2.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.2.2.9.1.1.2 Calls Security, if applicable. 

6.2.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.2.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.2.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.2.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:

6.2.2.9.1.2.1 Completes the information on the Injury Report form.  

6.2.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.2.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.2.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.2.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.2.2.9.2 Arranging for temporary personnel
6.2.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary. 

6.2.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 
6.2.2.10 Documenting recovery operations
6.2.2.10.1 Begin a recovery operations journal to keep detail notes on recovery operations. 
6.2.2.11 Emergency accounting procedures

6.2.2.11.1 Notify HP Kentucky Medicaid business office of need for emergency accounting support. 
6.2.2.12 Directing salvage efforts

6.2.2.12.1 Work with the area manager to classify and inventory salvageable and non salvageable equipment, records, and supplies.
6.2.2.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.2.2.13 Arranging for basic support services

6.2.2.13.1 Contact the BBS backup site contact if backup site is required until the outage is corrected.
6.2.2.13.2 Coordinate with the backup site contact, network manager and BBS Recovery team for switchover.
6.2.2.13.3 Coordinate with the BBS Recovery team and Corporate Purchasing if replacement equipment is required. 
6.2.2.14 Coordinating insurance claims 

6.2.2.14.1 Using a digital camera, take pictures of the damaged equipment or building. 
6.2.2.14.2 Contact the landlord for insurance adjustment if there is property damage. 

6.2.2.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.   
6.2.2.15 Analyzing records retention and salvage requirements 

6.2.2.15.1 Consult with the BBS team lead to determine if the outage event affects the retention of data as required in the RFP. 
6.2.2.15.2 Consult with the BBS Recovery team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  
6.2.2.16 Monitoring recovery operations

6.2.2.16.1 Contact the BBS Recovery team every half hour for status reports. 
6.2.2.17 Reporting status to the Management Recovery Team

6.2.2.17.1 Contact the Management Recovery team hourly as to status of recovery activities.
6.2.2.17.2 Update the recovery journal with the hourly updates to the Management Recovery team.
6.2.3 Level 3

Critical services are unavailable; there is major damage or outage; repairs are not possible, and the situation has escalated.

Duration: Greater than 48 hours

6.2.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team 
6.2.3.1.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.2.3.2 Notifying the Administrative Recovery team members 

6.2.3.2.1 The BBS Recovery team lead notifies the Administrative Recovery team that a Level 3 outage/damage has occurred. 

6.2.3.3 Notifying appropriate recovery team managers

6.2.3.3.1 Notify the BBS team manager. 

6.2.3.3.2 Notify MMIS team manager.
6.2.3.3.3 Notify the backup site manager of activation of backup agreement.
6.2.3.4  Prioritizing actions and activities

6.2.3.4.1 Set the priority of the event response based on the priority listing in Appendix G.
6.2.3.4.2 Authorize the BBS Recovery team lead to resolve outage event.
6.2.3.5 Performing recovery action planning

6.2.3.5.1 Inform all Administrative team members of the event and meeting location.
6.2.3.5.2 Consult with the BBS Recovery team lead to determine the nature of the outage.
6.2.3.5.3 Notify all Management Recovery team members of the event.
6.2.3.5.4 Consult with backup site manager on activation of backup requirements.
6.2.3.6 Providing strategic direction to all recovery teams and personnel

6.2.3.6.1 Communicate priority of recovery to all recovery teams.
6.2.3.6.2 Coordinate all recovery teams working on recovery activities.
6.2.3.7 Facilities

6.2.3.7.1 Assessing office damage

6.2.3.7.1.1 Perform walkthrough of the main Frankfort facility to determine the amount of damage that has occurred.
6.2.3.7.1.2 Document any damage to hardware or office environment in the recovery operations journal and with photographic evidence. 
6.2.3.7.2 Arranging security
6.2.3.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.2.3.7.2.2 Notify the HP Global Emergency Support line. 

6.2.3.7.3 Arranging for alternate facilities, if needed
6.2.3.7.3.1 Notify alternate backup site of requirement to switch to alternate BBS system.
6.2.3.7.3.2 Coordinate switch over with local network manager.
6.2.3.7.3.3 Consult with HP Corporate Real Estate for temporary work site. 

6.2.3.7.3.4 Consult with building landlord for temporary work site. 

6.2.3.7.4 Arranging transportation and travel
6.2.3.7.4.1 Arrange transportation for data files, if necessary.
6.2.3.7.4.2 Arrange transportation for personnel to alternative work site, if necessary.
6.2.3.7.5 Coordinating asset removal 

6.2.3.7.5.1 Contact HP facility management vendor.
6.2.3.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary. 

6.2.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary.
6.2.3.7.6.1 Contact the landlord for building repair requirements.
6.2.3.7.6.2 Consult with HP Corporate Real Estate for damage estimation services. 

6.2.3.7.6.3 Contact appropriate construction/service vendors for required repairs. 

6.2.3.8 Equipment and supplies

6.2.3.8.1 Obtaining office equipment as necessary

6.2.3.8.2 Notify HP Purchasing regarding the need to purchase hardware, software or replacement office furniture.
6.2.3.8.3 Order supplies from the normal office supply vendor, if warranted.
6.2.3.9 Personnel

6.2.3.9.1 Verifying personnel status
6.2.3.9.1.1 Contact area managers to account for all personnel on site at the time of the disaster event. 

6.2.3.9.1.2 Review guest log book to determine if there are visitors who need to be accounted for in the facility. 
6.2.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.2.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.2.3.9.2.2 Calls Security, if applicable. 

6.2.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.2.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.2.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.2.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.2.3.9.3.1 Completes the information on the Injury Report form.  

6.2.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.2.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.2.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.2.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.2.3.9.4 Arranging for temporary personnel
6.2.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 

6.2.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 

6.2.3.10 Documenting recovery operations
6.2.3.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 
6.2.3.11 Emergency accounting procedures

6.2.3.11.1 Notify HP Kentucky Medicaid Business office regarding the need for emergency accounting support. 
6.2.3.12 Directing salvage efforts

6.2.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.2.3.12.2 Arrange for transportation to a temporary storage facility if materials are to be stored off-site.
6.2.3.13 Arranging for basic support services

6.2.3.13.1 Contact BBS backup site contact if backup site is required until the outage is corrected.
6.2.3.13.2 Coordinate with backup site contact, network manager and BBS Recovery team for switchover.
6.2.3.13.3 Coordinate with the BBS Recovery team and Corporate Purchasing if replacement equipment is required. 
6.2.3.14 Coordinating insurance claims 

6.2.3.14.1 Using a digital camera, take pictures of the damaged equipment or building. 

6.2.3.14.2 Contact the landlord for insurance adjustment if there is property damage. 

6.2.3.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.
6.2.3.15 Analyzing records retention and salvage requirements 

6.2.3.15.1 Consult with the BBS team lead to determine if the outage event affects the retention of data as required in the RFP. 

6.2.3.15.2 Consult with the BBS team lead and network manager to determine if the outage event warrants ordering new equipment or repairing existing equipment.  

6.2.3.16 Monitoring recovery operations

6.2.3.16.1 Contact the BBS Recovery team for status reports every half hour. 

6.2.3.16.2 Contact the Network Recovery manager for status reports every half hour. 

6.2.3.17 Reporting status to the Management Recovery Team

6.2.3.17.1 Contact the Management Recovery team hourly as to the status of recovery activities.
6.2.3.17.2 Update the recovery journal with the hourly management recovery team status reports.
6.2.3.18 Disaster site

6.2.3.18.1 Contact HP Corporate Real Estate for alternate site arrangements.
6.2.3.18.2 Contact the local landlord for alternate site arrangements.
6.2.3.18.3 Execute a timeline for relocating existing services to the temporary recovery site. 

6.2.3.19 Notifying postal and courier services

6.2.3.19.1 Inform courier services of the temporary recovery site by posting a notice on the front doors specifying the site.
6.3 Claims Image Viewing

6.3.1 Level 1

Critical services are unavailable; there is minor damage or outage, and the system can be repaired on-site.

Duration: Less than four hours.

6.3.1.1 Notifying Administrative Recovery team members 

6.3.1.1.1 Claims Image Viewing Recovery team lead notifies Administrative Recovery team that a Level 1 outage/damage has occurred. 
6.3.1.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team 
6.3.1.2.1 Determine the response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.3.1.3 Notifying appropriate recovery team managers

6.3.1.3.1 Notify Claims Image Viewing Recovery team lead. 

6.3.1.3.2 Notify MMIS team manager.
6.3.1.4 Prioritizing actions and activities

6.3.1.4.1 Set the priority of the event response based on the priority listing in Appendix G.
6.3.1.4.2 Authorize the claims image viewing recovery team lead to resolve outage event.
6.3.1.5 Performing recovery action planning

6.3.1.5.1 Notify all Administrative Recovery team members of the event and meeting location.
6.3.1.5.2 Consult with Claims Image Viewing Recovery team lead to determine the nature of the outage.
6.3.1.5.3  Notify all Management team members of the event.
6.3.1.6 Facilities

6.3.1.6.1 Determine the level of damage to the MMIS support facilities, if applicable.
6.3.1.7 Assessing office damage

6.3.1.7.1 Perform a walkthrough of the main Frankfort facility to determine if any collateral damage has occurred.
6.3.1.7.2 Document any damage to hardware or office environment in the recovery operations journal; include photographic evidence as needed.
6.3.1.8 Equipment and supplies

6.3.1.8.1 Notify HP Purchasing of the need to purchase any hardware or software.
6.3.1.8.2 Order needed supplies from the normal office supply vendor, if warranted.
6.3.1.9 Personnel

6.3.1.9.1 Verifying personnel status

6.3.1.9.1.1 Contact manager(s) of affected areas to determine employees’ status. 

6.3.1.9.1.2 Contact manager(s) of non-affected areas to determine employees’ status.
6.3.1.9.1.3 Initiate evacuation plan, if necessary.
6.3.1.9.2 Arranging for temporary personnel

6.3.1.9.2.1 Contact manager(s) of affected areas to determine the need for temporary staff.
6.3.1.9.2.2 Contact appropriate temporary agency for staffing neHP. 
6.3.1.10 Documenting recovery operations

6.3.1.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations.
6.3.1.11 Providing strategic direction to all recovery teams and personnel

6.3.1.11.1 Communicate the priority of the recovery to all recovery teams.
6.3.1.11.2 Coordinate all teams working on recovery activities.
6.3.1.12 Coordinating insurance claims 

6.3.1.12.1 Take pictures of damaged equipment or building. 

6.3.1.12.2 Contact the landlord for insurance adjustment if there is property damage.
6.3.1.12.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  

6.3.1.13 Monitoring recovery operations

6.3.1.13.1 Contact the Claims Image Viewing Recovery team lead for status reports every half hour. 
6.3.1.14 Reporting status to the Management Recovery team

6.3.1.14.1 Contact the Management Recovery team hourly as to status of recovery activities.
6.3.1.14.2 Update the recovery journal with hourly Management Recovery team status reports.
6.3.2 Level 2

Critical services are unavailable; there is moderate damage or outage, and the situation may escalate if repairs are unsuccessful.
Duration: More than four hours but less than 48 hours
6.3.2.1 Notifying Administrative Recovery team members 

6.3.2.1.1 Claims Image Viewing Recovery team lead notifies the Administrative Recovery team that a Level 2 outage/damage has occurred.
6.3.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team 
6.3.2.2.1 Determine the response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.3.2.3 Notifying appropriate recovery team managers

6.3.2.3.1 Notify Claims Image Viewing Recovery team lead. 

6.3.2.3.2 Notify MMIS team manager.
6.3.2.3.3 Notify backup site contact, if applicable.
6.3.2.4 Prioritizing actions and activities

6.3.2.4.1 Set the priority of event response based on the priority listing in Appendix G.

6.3.2.4.2 Authorize the Claims Image Viewing Recovery team lead to resolve the outage event.
6.3.2.5 Performing recovery action planning

6.3.2.5.1 Notify all Administrative Recovery team members of the event and meeting location.
6.3.2.5.2 Consult with the Claims Image Viewing Recovery team lead to determine the nature of the outage

6.3.2.5.3 Notify all Management team members of the event.
6.3.2.6 Providing strategic direction to all recovery teams and personnel

6.3.2.6.1 Communicate the priority of the recovery to all recovery teams.
6.3.2.6.2 Coordinate all recovery teams working on recovery activities

6.3.2.7 Facilities

6.3.2.7.1 Assessing office damage
6.3.2.7.1.1 Perform a walkthrough of the main Frankfort facility to determine if any collateral damage has occurred.
6.3.2.7.1.2 Document any damage to hardware or office environment in the recovery operations journal and with photographic evidence. 

6.3.2.7.2 Arranging security
6.3.2.7.2.1 Notify the HP Security Help Desk in Herndon Virginia of security issues. 

6.3.2.7.2.2 Notify the HP Global Emergency Support line. 

6.3.2.7.3 Arranging for alternate facilities, if needed

6.3.2.7.3.1 Notify alternate backup site of the requirement to switch to the alternate claims image viewing recovery system.
6.3.2.7.3.2 Coordinate switchover with the local network manager.
6.3.2.7.4 Arranging transportation and travel

6.3.2.7.4.1 Arrange transportation for data files, if necessary.
6.3.2.7.4.2 Arrange transportation for personnel to alternate work site, if necessary. 
6.3.2.7.5 Coordinating asset removal 

6.3.2.7.5.1 Contact HP facility management vendor.
6.3.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.3.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary

6.3.2.7.6.1 Contact the landlord for building repair requirements.
6.3.2.7.6.2 Contact electric repair services. 

6.3.2.8 Equipment and supplies

6.3.2.8.1 Obtaining office equipment as necessary

6.3.2.8.1.1 Notify HP Purchasing regarding the need to purchase any hardware or software.
6.3.2.8.1.2 Order supplies from the normal office supply vendor, if warranted.
6.3.2.9 Personnel

6.3.2.9.1 Verifying personnel status

6.3.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.3.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.3.2.9.1.1.2 Calls Security, if applicable. 

6.3.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.3.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.3.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.3.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:

6.3.2.9.1.2.1 Completes the information on the Injury Report form.  

6.3.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.3.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.3.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.3.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.3.2.9.2 Arranging for temporary personnel

6.3.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary. 
6.3.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 
6.3.2.10 Documenting recovery operations:

6.3.2.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 
6.3.2.11 Emergency accounting procedures

6.3.2.11.1 Notify HP Kentucky Medicaid Business office regarding the need for emergency accounting support. 
6.3.2.12 Directing salvage efforts

6.3.2.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.3.2.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.3.2.13 Arranging for basic support services

6.3.2.13.1 Contact the Claims Image Viewing backup site contact if backup site is required until the outage is corrected.
6.3.2.13.2 Coordinate with the backup site contact, network manager and claims image viewing recovery team for the switchover.
6.3.2.13.3 Coordinate with the claims image viewing recovery team and Corporate Purchasing if replacement equipment is required. 

6.3.2.14 Coordinating insurance claims 

6.3.2.14.1 Using a digital camera, take pictures of the damaged equipment or building. 

6.3.2.14.2 Contact the landlord for insurance adjustment if there is property damage. 

6.3.2.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.   

6.3.2.15 Analyzing records retention and salvage requirements 

6.3.2.15.1 Consult with the Claims Image Viewing Recovery team lead to determine if the outage event affects the retention of data as required in the RFP. 

6.3.2.15.2 Consult with the Claims Image Viewing Recovery team lead and network manager to determine if the outage event warrants ordering new equipment or repairing existing equipment.  
6.3.2.16 Monitoring recovery operations

6.3.2.16.1 Contact the Claims Image Viewing Recovery team every half hour for status reports.
6.3.2.17 Reporting status to the Management Recovery Team

6.3.2.17.1 Contact the Management Recovery team hourly as to the status of recovery activities.
6.3.2.17.2 Update the recovery journal with the hourly Management Recovery team status reports.
6.3.3 Level 3

Critical services are unavailable; there is major damage or outage; repairs are not possible, and the situation has escalated.
Duration: Greater than 48 hours

6.3.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team 
6.3.3.1.1 Determine the response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.3.3.2 Notifying Administrative Recovery team Members 

6.3.3.2.1 The Claims Image Viewing Recovery team lead notifies Administrative Recovery team that a Level 3 outage/damage has occurred.
6.3.3.3 Notifying appropriate recovery team managers

6.3.3.3.1 Notify the Claims Image Viewing Recovery team lead. 

6.3.3.3.2 Notify the MMIS team manager.
6.3.3.3.3 Inform the backup site manager of the activation of the backup agreement.
6.3.3.4 Prioritizing actions and activities

6.3.3.4.1 Set the priority of the event response based on the priority listing in Appendix G.
6.3.3.4.2 Authorize the claims image viewing recovery team lead to resolve the outage event.
6.3.3.5 Performing recovery action planning

6.3.3.5.1 Inform all Administrative team members of the event and meeting location.
6.3.3.5.2 Consult with the Claims Image Viewing Recovery team lead to determine nature of outage.
6.3.3.5.3 Notify all Management Recovery team members of the event.
6.3.3.5.4 Consult with the backup site manager on activation of backup requirements.
6.3.3.6 Providing strategic direction to all recovery teams and personnel

6.3.3.6.1 Communicate the priority of the recovery to all recovery teams.
6.3.3.6.2 Coordinate all teams working on recovery activities.
6.3.3.7 Facilities

6.3.3.7.1 Assessing office damage
6.3.3.7.1.1 Perform a walkthrough of the main Frankfort facility to determine amount damage that has occurred.
6.3.3.7.1.2 Document any damage to hardware or office environment in the recovery operations journal and with photographic evidence. 

6.3.3.7.2 Arranging security
6.3.3.7.2.1 Notify the HP Security Help Desk in Herndon Virginia of security issues. 

6.3.3.7.2.2 Notify the HP Global Emergency Support line. 

6.3.3.7.3 Arranging for alternate facilities, if needed

6.3.3.7.3.1 Notify alternate backup site of the requirement to switch to alternate claims image viewing recovery system.
6.3.3.7.3.2 Coordinate switchover with the local network manager.
6.3.3.7.3.3 Consult with HP Corporate Real Estate for a temporary work site. 

6.3.3.7.3.4 Consult with the building landlord for a temporary work site. 

6.3.3.7.4 Arranging transportation and travel

6.3.3.7.4.1 Arrange transportation for data files, if necessary.
6.3.3.7.4.2 Arrange transportation for personnel to alternate work site, if necessary. 

6.3.3.7.5 Coordinating asset removal 

6.3.3.7.5.1 Contact the HP facility management vendor.
6.3.3.7.5.2 Contact the local storage vendor for temporary storage of assets, if necessary.  
6.3.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary

6.3.3.7.6.1 Contact the landlord for building repair requirements.
6.3.3.7.6.2 Consult with HP Corporate Real Estate for damage estimation services. 

6.3.3.7.6.3 Contact appropriate construction/service vendors for required repairs. 

6.3.3.8 Equipment and supplies

6.3.3.8.1 Obtaining office equipment as necessary

6.3.3.8.1.1 Notify HP Purchasing of the need to purchase any hardware, software or replacement office furniture.
6.3.3.8.1.2 Order any supplies from the normal office supply vendor, if warranted.
6.3.3.9 Personnel

6.3.3.9.1 Verifying personnel status

6.3.3.9.1.1 Contact area managers to account for all personnel on site at time of disaster event. 

6.3.3.9.1.2 Review the guest log book to determine if there are visitors in the facility who need to be accounted for.  

6.3.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.3.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.3.3.9.2.2 Calls Security, if applicable. 

6.3.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.3.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.3.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.3.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.3.3.9.3.1 Completes the information on the Injury Report form.  

6.3.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.3.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.3.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.3.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.3.3.9.4 Arranging for temporary personnel
6.3.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 

6.3.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 
6.3.3.10 Documenting recovery operations:

6.3.3.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 
6.3.3.11 Emergency accounting procedures

6.3.3.11.1 Notify HP Kentucky Medicaid business office regarding the need for emergency accounting support. 
6.3.3.12 Directing salvage efforts

6.3.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.3.3.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.3.3.13 Arranging for basic support services

6.3.3.13.1 Contact Claims Image Viewing Recovery backup site contact if backup site is required until outage is corrected.
6.3.3.13.2 Coordinate with backup site contact, network manager and Claims Image Viewing Recovery team for switchover.
6.3.3.13.3 Coordinate with Claims Image Viewing Recovery team and Corporate Purchasing if replacement equipment is required. 

6.3.3.14 Coordinating insurance claims 

6.3.3.14.1 Take pictures of damaged equipment or building. 

6.3.3.14.2 Contact the landlord for insurance adjustment if property damage. 

6.3.3.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.
6.3.3.15 Analyzing records retention and salvage requirements 

6.3.3.15.1 Consult with Claims Image Viewing Recovery team lead to determine if outage event affects the retention of data as required in the RFP. 

6.3.3.15.2 Consult with the Claims Image Viewing Recovery team lead and network manager to determine if the outage event warrants ordering new equipment or repairing existing equipment.  

6.3.3.16 Monitoring recovery operations

6.3.3.16.1 Contact the Claims Image Viewing Recovery team lead for a status report every half hour.
6.3.3.16.2 Contact the Network Recovery manager for a status report every half hour.
6.3.3.17 Reporting status to the Management Recovery team

6.3.3.17.1 Update the Management Recovery team hourly as to the status of recovery activities.
6.3.3.17.2 Update the recovery journal with hourly management recovery team status reports.
6.3.3.18 Disaster site

6.3.3.18.1 Contact HP Corporate Real Estate for alternate site arrangements.
6.3.3.18.2 Contact the local landlord for alternate site arrangements.
6.3.3.18.3 Execute a timeline for relocating existing services to the temporary recovery site. 
6.3.3.19 Notifying postal and courier services

6.3.3.19.1 Notify courier services of the temporary recovery site by posting a notice on front doors. 

6.4 DSS
6.4.1 Level 1

Critical services are unavailable; there is minor damage or outage, and the system can be repaired onsite.
Duration: Less than four hours.

6.4.1.1 Notifying Administrative Recovery team members 

6.4.1.1.1 DSS team lead notifies Administrative Recovery team that a Level 1 outage/damage has occurred. 
6.4.1.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team 
6.4.1.2.1 Determine the response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.4.1.3 Notifying appropriate recovery team managers

6.4.1.3.1 Notify the DSS team lead. 

6.4.1.3.2 Notify MMIS team manager.
6.4.1.4 Prioritizing actions and activities

6.4.1.4.1 Set the priority of the event response based on the priority listing in Appendix G.
6.4.1.4.2 Authorize the DSS team manager to resolve outage event.
6.4.1.5 Performing recovery action planning

6.4.1.5.1 Notify all Administrative team members of the event and meeting location.
6.4.1.5.2 Consult with DSS team manger to determine nature of outage

6.4.1.5.3 Notify all Management team members of the event.
6.4.1.6 Facilities

6.4.1.6.1 Determine the level of damage to the MMIS support facilities, if applicable.
6.4.1.7 Assessing office damage

6.4.1.7.1 Perform a walkthrough of the main Frankfort facility to determine if any collateral damage has occurred.
6.4.1.7.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.4.1.8 Equipment and supplies

6.4.1.8.1 Notify HP Purchasing of the need to purchase any hardware or software.
6.4.1.8.2 Order any supplies from normal office supply vendor, if warranted.
6.4.1.9 Personnel

6.4.1.9.1 Verifying personnel status

6.4.1.9.1.1 Contact manager(s) of affected areas to determine employees’ status. 

6.4.1.9.1.2 Contact manager(s) of non-affected areas to determine employees’ status.
6.4.1.9.1.3 Initiate evacuation plan, if necessary.
6.4.1.9.2 Arranging for temporary personnel

6.4.1.9.2.1 Contact manager(s) of affected areas to determine the need for temporary staff.
6.4.1.9.2.2 Contact appropriate temporary agency for staffing neHP. (See Appendix J.)

6.4.1.10 Documenting recovery operations

6.4.1.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations.
6.4.1.11 Providing strategic direction to all recovery teams and personnel

6.4.1.11.1 Communicate priority of the recovery to all recovery teams.
6.4.1.11.2 Coordinate all teams working on recovery activities.
6.4.1.12 Coordinating insurance claims 

6.4.1.12.1 Take pictures of damaged equipment or building. 

6.4.1.12.2 Contact the landlord for insurance adjustment if there is property damage.
6.4.1.12.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  

6.4.1.13 Monitoring recovery operations

6.4.1.13.1 Contact the DSS Recovery team for status reports every half hour. 
6.4.1.14 Reporting status to the management recovery team

6.4.1.14.1 Contact the management recovery team hourly as to status of recovery activities.
6.4.1.14.2 Update the recovery journal with the hourly management recovery team status reports. 

6.4.2 Level 2

Critical services are unavailable; there is moderate damage or outage, and the situation may escalate if repairs are unsuccessful.
Duration: More than four hours but less than 48 hours
6.4.2.1 Notifying Administrative Recovery team members 

6.4.2.1.1 The DSS team lead notifies the Administrative Recovery team that a Level 2 outage/damage has occurred. 

6.4.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team 
6.4.2.2.1 Determine the response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.4.2.3 Notifying appropriate recovery team managers

6.4.2.3.1 Notify the DSS team lead.
6.4.2.3.2 Notify the MMIS team manager.
6.4.2.3.3 Notify the backup site contact, if applicable.
6.4.2.4 Prioritizing actions and activities

6.4.2.4.1 Set the priority of the event response based on the priority listing in Appendix G.
6.4.2.4.2 Authorize the DSS Recovery team lead to resolve the outage event.
6.4.2.5 Performing recovery action planning

6.4.2.5.1 Inform all Administrative team members of the event and meeting location.
6.4.2.5.2 Consult with the DSS Recovery team lead to determine nature of outage.
6.4.2.5.3 Notify all Management recovery team members of the event.
6.4.2.6 Providing strategic direction to all recovery teams and personnel

6.4.2.6.1 Communicate the priority of the recovery to all recovery teams.
6.4.2.6.2 Coordinate all teams working on recovery activities.
6.4.2.7 Facilities

6.4.2.7.1 Assessing office damage

6.4.2.7.1.1 Perform a walkthrough of the main Frankfort facility to determine if any collateral damage has occurred.
6.4.2.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.4.2.7.2 Arranging security

6.4.2.7.2.1 Notify the HP Security Help Desk in Herndon Virginia of security issues. 

6.4.2.7.2.2 Notify the HP Global Emergency Support line. 

6.4.2.7.3 Arranging for alternate facilities, if needed

6.4.2.7.3.1 Notify alternate backup site of the requirement to switch to alternate DSS system.
6.4.2.7.3.2 Coordinate switchover with the local network manager.
6.4.2.7.4 Arranging transportation and travel

6.4.2.7.4.1 Arrange transportation for data files, if necessary.
6.4.2.7.4.2 Arrange transportation for personnel to alternate work site, if necessary. 

6.4.2.7.5 Coordinating asset removal 

6.4.2.7.5.1 Contact HP facility management vendor.
6.4.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.4.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary

6.4.2.7.6.1 Contact the landlord for building repair requirements.
6.4.2.7.6.2 Contact electric repair services.
6.4.2.8 Equipment and supplies

6.4.2.8.1 Obtaining office equipment as necessary

6.4.2.8.1.1 Notify HP Purchasing regarding the need to purchase any hardware or software.
6.4.2.8.1.2 Order any supplies from the normal office supply vendor, if warranted.
6.4.2.9 Personnel

6.4.2.9.1 Verifying personnel status

6.4.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.4.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.4.2.9.1.1.2 Calls Security, if applicable. 

6.4.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.4.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.4.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.4.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:

6.4.2.9.1.2.1 Completes the information on the Injury Report form.  

6.4.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.4.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.4.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.4.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.4.2.9.2 Arranging for temporary personnel

6.4.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary. 

6.4.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 

6.4.2.10 Documenting recovery operations
6.4.2.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 
6.4.2.11 Emergency accounting procedures

6.4.2.11.1 Notify HP Kentucky Medicaid Business office regarding the need for emergency accounting support. 
6.4.2.12 Directing salvage efforts

6.4.2.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.4.2.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.4.2.13 Arranging for basic support services

6.4.2.13.1 Contact DSS backup site contact if the backup site is required until the outage is corrected.
6.4.2.13.2 Coordinate with backup site contact, network manager and DSS recovery team for switchover

6.4.2.13.3 Coordinate with DSS recovery team and Corporate Purchasing if replacement equipment is required. 
6.4.2.14 Coordinating insurance claims 

6.4.2.14.1 Take pictures of damaged equipment or building. 

6.4.2.14.2 Contact the landlord for insurance adjustment if there is property damage. 

6.4.2.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  

6.4.2.15 Analyzing records retention and salvage requirements 

6.4.2.15.1 Consult with the DSS team lead to determine if the outage event affects the retention of data as required in the RFP. 

6.4.2.15.2 Consult with the DSS team lead and network manager to determine if the outage event warrants ordering new equipment or repairing existing equipment. 
6.4.2.16 Monitoring recovery operations

6.4.2.16.1 Contact the DSS Recovery team lead for status reports every half hour.
6.4.2.17 Reporting status to the Management Recovery team

6.4.2.17.1 Contact the management recovery team hourly as to status of recovery activities.
6.4.2.17.2 Update the recovery journal with the management recovery team hourly status reports.
6.4.3 Level 3

Critical services are unavailable; there is major damage or outage; repairs are not possible, and the situation has escalated.
Duration: Greater than 48 hours

6.4.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team 
6.4.3.1.1 Determine the response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.4.3.2 Notifying Administrative Recovery team members 

6.4.3.2.1 The DSS team lead notifies the Administrative Recovery team that a Level 3 outage/damage has occurred. 

6.4.3.3 Notifying appropriate recovery team managers

6.4.3.3.1 Notify DSS team lead.
6.4.3.3.2 Notify MMIS team manager.
6.4.3.3.3 Inform the backup site manager of the activation of the backup agreement.
6.4.3.4  Prioritizing actions and activities

6.4.3.4.1 Set the priority of the event response based on the priority listing in Appendix G.
6.4.3.4.2 Authorize the DSS team lead to resolve the outage event.
6.4.3.5 Performing recovery action planning

6.4.3.5.1 Notify all Administrative team members of the event and meeting location.
6.4.3.5.2 Consult with the DSS team lead to determine nature of outage.
6.4.3.5.3 Notify all Management team members of the event.
6.4.3.5.4 Consult with the backup site manager regarding the activation of backup requirements.
6.4.3.6 Providing strategic direction to all recovery teams and personnel

6.4.3.6.1 Communicate the priority of the recovery to all recovery teams.
6.4.3.6.2 Coordinate all teams working on recovery activities.
6.4.3.7 Facilities

6.4.3.7.1 Assessing office damage

6.4.3.7.1.1 Perform a walkthrough of the main Frankfort facility to determine amount damage that has occurred.
6.4.3.7.1.2 Document any damage to hardware or office environment in the recovery operations journal and with photographic evidence. 
6.4.3.7.2 Arranging security

6.4.3.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.4.3.7.2.2 Notify the HP Global Emergency Support line. 

6.4.3.7.3 Arranging for alternate facilities, if needed

6.4.3.7.3.1 Notify the alternate backup site of the requirement to switch to the alternate DSS system.
6.4.3.7.3.2 Coordinate the switchover with local network manager.
6.4.3.7.3.3 Consult with HP Corporate Real Estate regarding temporary work site. 

6.4.3.7.3.4 Consult with the building landlord regarding temporary work site. 

6.4.3.7.4 Arranging transportation and travel

6.4.3.7.4.1 Arrange transportation for data files, if necessary.
6.4.3.7.4.2 Arrange transportation for personnel to alternate work site, if necessary. 

6.4.3.7.5 Coordinating asset removal 

6.4.3.7.5.1 Contact HP facility management vendor.
6.4.3.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  
6.4.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary

6.4.3.7.6.1 Contact the landlord for building repair requirements.
6.4.3.7.6.2 Consult with HP Corporate Real Estate for damage estimation services. 

6.4.3.7.6.3 Contact appropriate construction/service vendors for required repairs. 

6.4.3.8 Equipment and supplies

6.4.3.8.1 Obtaining office equipment as necessary

6.4.3.8.1.1 Notify HP Purchasing regarding the need to purchase any hardware, software or replacement office furniture.
6.4.3.8.1.2 Order any supplies from the normal office supply vendor, if warranted.
6.4.3.9 Personnel
6.4.3.9.1 Verifying personnel status

6.4.3.9.1.1 Contact area managers to account for all personnel on site at time of disaster event.
6.4.3.9.1.2 Review the guest log book to determine if there are visitors in the facility who need to be accounted for.  

6.4.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.4.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.4.3.9.2.2 Calls Security, if applicable. 

6.4.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.4.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.4.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.4.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.4.3.9.3.1 Completes the information on the Injury Report form.  

6.4.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.4.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.4.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.4.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.4.3.9.4 Arranging for temporary personnel

6.4.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 

6.4.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 
6.4.3.10 Documenting recovery operations:

6.4.3.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 
6.4.3.11 Emergency accounting procedures

6.4.3.11.1 Notify HP Kentucky Medicaid Business office regarding the need for emergency accounting support. 
6.4.3.12 Directing salvage efforts

6.4.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.4.3.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.4.3.13 Arranging for basic support services

6.4.3.13.1 Notify the DSS backup site contact if the backup site is required until the outage is corrected.
6.4.3.13.2 Coordinate with the backup site contact, network manager and DSS Recovery team for switchover.
6.4.3.13.3 Coordinate with the DSS Recovery team and Corporate Purchasing if replacement equipment is required. 
6.4.3.14 Coordinating insurance claims 

6.4.3.14.1 Take pictures of damaged equipment or building. 

6.4.3.14.2 Contact the landlord for insurance adjustment if there is property damage. 

6.4.3.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.
6.4.3.15 Analyzing records retention and salvage requirements 

6.4.3.15.1 Consult with the DSS team lead to determine if the outage event affects the retention of data as required in the RFP. 

6.4.3.15.2 Consult with the DSS team lead and network manager to determine if the outage event warrants ordering new equipment or repairing existing equipment.  

6.4.3.16 Monitoring recovery operations

6.4.3.16.1 Contact the DSS Recovery team every half hour for status reports.
6.4.3.16.2 Contact the network recovery manager every half hour for status reports.
6.4.3.17 Reporting status to the Management Recovery Team

6.4.3.17.1 Contact the Management Recovery team hourly as to the status of recovery activities.
6.4.3.17.2 Update the recovery journal with hourly update to the Management Recovery team.
6.4.3.18 Disaster site

6.4.3.18.1 Contact HP Corporate Real Estate for alternate site arrangements.
6.4.3.18.2 Contact the local landlord for alternate site arrangements.
6.4.3.18.3 Execute a timeline for relocating existing services to temporary recovery site. 

6.4.3.19 Notifying postal and courier services

6.4.3.19.1 Notify courier services of temporary recovery site by posting notices on the front doors. 

6.5 EDI HIPAA Transaction
6.5.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.
6.5.1.1 Notifying Administrative Recovery team members 

6.5.1.1.1 EDI HIPAA Transaction team lead notifies the Administrative Recovery team that a Level 1 outage/damage has occurred. 
6.5.1.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team 
6.5.1.2.1 Determine the response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.5.1.3 Notifying appropriate recovery team managers

6.5.1.3.1 Notify EDI HIPAA Transaction team lead. 

6.5.1.3.2 Notify MMIS team manager.
6.5.1.4 Prioritizing actions and activities

6.5.1.4.1 Set the priority of the event response based on the priority listing in Appendix G.
6.5.1.4.2 Authorize the EDI HIPAA Transaction team lead to resolve the outage event.
6.5.1.5 Performing recovery action planning

6.5.1.5.1 Notify all Administrative team members of the event and meeting location.
6.5.1.5.2 Consult with EDI HIPAA Transaction team lead to determine the nature of the outage.
6.5.1.5.3 Notify all Management team members of the event.
6.5.1.6 Facilities

6.5.1.6.1 Determine the level of damage to the MMIS support facilities, if applicable.
6.5.1.7 Assessing office damage

6.5.1.7.1 Perform a walkthrough of the main Frankfort facility to determine if any collateral damage has occurred.
6.5.1.7.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 
6.5.1.8 Equipment and supplies

6.5.1.8.1 Notify HP Purchasing regarding the need to purchase any hardware or software.
6.5.1.8.2 Order any supplies from normal office supply vendor, if warranted.
6.5.1.9 Personnel

6.5.1.9.1 Verifying personnel status

6.5.1.9.1.1 Contact manager(s) of affected areas to determine employees’ status. 

6.5.1.9.1.2 Contact manager(s) of non-affected areas to determine employees’ status.
6.5.1.9.1.3 Initiate evacuation plan, if necessary.
6.5.1.9.2 Arranging for temporary personnel

6.5.1.9.2.1 Contact manager(s) of affected areas to determine need for temporary staff.
6.5.1.9.2.2 Contact appropriate temporary agency for staffing neHP. (See Appendix J.)

6.5.1.10 Documenting recovery operations

6.5.1.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations.
6.5.1.11 Providing strategic direction to all recovery teams and personnel

6.5.1.11.1 Communicate the priority of the recovery to all recovery teams.
6.5.1.11.2 Coordinate all teams working on recovery activities.
6.5.1.12 Coordinating insurance claims 

6.5.1.12.1 Take pictures of damaged equipment or buildings. 

6.5.1.12.2 Contact the landlord for insurance adjustment if property damage.
6.5.1.12.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  
6.5.1.13 Monitoring recovery operations

6.5.1.13.1 Contact the AVR Recovery team every half hour for status reports.
6.5.1.14 Reporting status to the Management Recovery team

6.5.1.14.1 Contact the Management Recovery team hourly as to the status of recovery activities.
6.5.1.14.2 Update the recovery journal with hourly update of the Management Recovery team.
6.5.2 Level 2

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.
6.5.2.1 Notifying Administrative Recovery team members 

6.5.2.1.1 EDI HIPAA Transaction team lead notifies the Administrative Recovery team that a Level 2 outage/damage has occurred. 

6.5.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team 
6.5.2.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.5.2.3 Notifying appropriate recovery team managers

6.5.2.3.1 Notify the EDI HIPAA Transaction team lead. 

6.5.2.3.2 Notify MMIS team manager.
6.5.2.3.3 Notify the backup site contact, if applicable.
6.5.2.4 Prioritizing actions and activities

6.5.2.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.5.2.4.2 Authorize the EDI HIPAA transaction team lead to resolve outage event.
6.5.2.5 Performing recovery action planning

6.5.2.5.1 Notify all Administrative team members of the event and meeting location.
6.5.2.5.2 Consult with EDI HIPAA Transaction team lead to determine nature of outage.
6.5.2.5.3 Notify all Management team members of the event.
6.5.2.6 Providing strategic direction to all recovery teams and personnel

6.5.2.6.1 Communicate priority of the recovery to all recovery teams.
6.5.2.6.2 Coordinate all teams working on recovery activities.
6.5.2.7 Facilities

6.5.2.7.1 Assessing office damage

6.5.2.7.1.1 Perform walkthrough of the main Frankfort facility to determine if any collateral damage has occurred.
6.5.2.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.5.2.7.2 Arranging security
6.5.2.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.5.2.7.2.2 Notify the HP Global Emergency Support line. 

6.5.2.7.3 Arranging for alternate facilities, if needed

6.5.2.7.3.1 Notify alternate backup site of requirement to switch to alternate EDI HIPAA Transaction system.
6.5.2.7.3.2 Coordinate switchover with local network manager.
6.5.2.7.4 Arranging transportation and travel

6.5.2.7.4.1 Arrange transportation for data files, if necessary.
6.5.2.7.4.2 Arrange transportation for personnel to alternate work site, if necessary. 

6.5.2.7.5 Coordinating asset removal 

6.5.2.7.5.1 Contact HP facility management vendor.
6.5.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.5.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary

6.5.2.7.6.1 Contact landlord for building repair requirements.
6.5.2.7.6.2 Contact electric repair services. 

6.5.2.8 Equipment and supplies

6.5.2.8.1 Obtaining office equipment as necessary

6.5.2.8.1.1 Notify HP Purchasing regarding the need to purchase any hardware or software.
6.5.2.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.5.2.9 Personnel

6.5.2.9.1 Verifying personnel status

6.5.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.5.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.5.2.9.1.1.2 Calls Security, if applicable. 

6.5.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.5.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.5.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.5.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:

6.5.2.9.1.2.1 Completes the information on the Injury Report form.  

6.5.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.5.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.5.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.5.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.5.2.9.2 Arranging for temporary personnel

6.5.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary. 
6.5.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 
6.5.2.10 Documenting recovery operations:

6.5.2.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 
6.5.2.11 Emergency accounting procedures

6.5.2.11.1 Notify HP Kentucky Medicaid Business office of need for emergency accounting support. 
6.5.2.12 Directing salvage efforts

6.5.2.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.5.2.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.5.2.13 Arranging for basic support services

6.5.2.13.1 Contact EDI HIPAA Transaction backup site contact if backup site is required until outage is corrected.
6.5.2.13.2 Coordinate with backup site contact, network manager and EDI HIPAA Transaction Recovery team for switchover.
6.5.2.13.3 Coordinate with EDI HIPAA Transaction Recovery team and Corporate Purchasing if replacement equipment is required. 
6.5.2.14 Coordinating insurance claims 

6.5.2.14.1 Take pictures of damaged equipment or buildings. 

6.5.2.14.2 Contact the landlord for insurance adjustment if there is property damage. 

6.5.2.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.   
6.5.2.15 Analyzing records retention and salvage requirements 

6.5.2.15.1 Consult with the EDI HIPAA Transaction team lead to determine if outage event affects the retention of data as required in the RFP. 

6.5.2.15.2 Consult with the EDI HIPAA Transaction team lead and network manager to determine if the outage event warrants ordering new equipment or repairing existing equipment.  
6.5.2.16 Monitoring recovery operations

6.5.2.16.1 Contact EDI HIPAA Transaction Recovery team lead every half hour for status reports.
6.5.2.17 Reporting status to the Management Recovery team

6.5.2.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.5.2.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.5.3 Level 3

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

6.5.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team 
6.5.3.1.1 Determine the response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.5.3.2 Notifying Administrative Recovery team members 

6.5.3.2.1 EDI HIPAA Transaction team lead notifies Administrative Recovery team that a Level 3 outage/damage has occurred. 

6.5.3.3 Notifying appropriate recovery team managers

6.5.3.3.1 Notify EDI HIPAA Transaction team lead. 

6.5.3.3.2 Notify MMIS team manager.
6.5.3.3.3 Notify backup site manager of activation of backup agreement.
6.5.3.4 Prioritizing actions and activities

6.5.3.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.5.3.4.2 Authorize the EDI HIPAA Transaction team lead to resolve outage event.
6.5.3.5 Performing recovery action planning

6.5.3.5.1 Notify all Administrative team members of event and meeting location.
6.5.3.5.2 Consult with EDI HIPAA Transaction team lead to determine nature of outage.
6.5.3.5.3 Notify all Management team members of event.
6.5.3.5.4 Consult with backup site manager on activation of backup requirements.
6.5.3.6 Providing strategic direction to all recovery teams and personnel

6.5.3.6.1 Communicate priority of recovery to all recovery teams.
6.5.3.6.2 Coordinate all teams working on recovery activities.
6.5.3.7 Facilities

6.5.3.7.1 Assessing office damage

6.5.3.7.1.1 Perform walkthrough of main Frankfort facility to determine amount damage has occurred.
6.5.3.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 
6.5.3.7.2 Arranging security
6.5.3.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.5.3.7.2.2 Notify the HP Global Emergency Support line. 

6.5.3.7.3 Arranging for alternate facilities, if needed

6.5.3.7.3.1 Notify alternate backup site of requirement to switch to alternate EDI HIPAA Transaction system.
6.5.3.7.3.2 Coordinate switchover with local network manager.
6.5.3.7.3.3 Consult with HP Corporate Real Estate for temporary work site. 

6.5.3.7.3.4 Consult with building landlord for temporary work site. 

6.5.3.7.4 Arranging transportation and travel

6.5.3.7.4.1 Arrange transportation for data files, if necessary.
6.5.3.7.4.2 Arrange transportation for personnel to alternate work site, if necessary. 

6.5.3.7.5 Coordinating asset removal 

6.5.3.7.5.1 Contact HP facility management vendor.
6.5.3.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.5.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary

6.5.3.7.6.1 Contact landlord for building repair requirements.
6.5.3.7.6.2 Contact HP Corporate Real Estate for damage estimation services. 

6.5.3.7.6.3 Contact appropriate construction/service vendors for required repairs. 

6.5.3.8 Equipment and supplies

6.5.3.8.1 Obtaining office equipment as necessary

6.5.3.8.1.1 Notify HP Purchasing regarding the need to purchase any hardware, software or replacement office furniture.
6.5.3.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.5.3.9 Personnel

6.5.3.9.1 Verifying personnel status

6.5.3.9.1.1 Contact area managers to account for all personnel on site at time of disaster event.
6.5.3.9.1.2 Review guest log book to determine if there are visitors in the facility who need to be accounted for.  

6.5.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.5.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.5.3.9.2.2 Calls Security, if applicable. 

6.5.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.5.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.5.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.5.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.5.3.9.3.1 Completes the information on the Injury Report form.  

6.5.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.5.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.5.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.5.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.5.3.9.4 Arranging for temporary personnel

6.5.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 

6.5.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 
6.5.3.10 Documenting recovery operations:

6.5.3.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations.
6.5.3.11 Emergency accounting procedures

6.5.3.11.1 Notify HP Kentucky Medicaid Business office of need for emergency accounting support. 
6.5.3.12 Directing salvage efforts

6.5.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.5.3.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.5.3.13 Arranging for basic support services

6.5.3.13.1 Contact EDI HIPAA Transaction backup site contact if backup site is required until outage is corrected.
6.5.3.13.2 Coordinate with backup site contact, network manager and EDI HIPAA Transaction Recovery team for switchover.
6.5.3.13.3 Coordinate with EDI HIPAA Transaction Recovery team and corporate purchasing if replacement equipment is required.

6.5.3.14 Coordinating insurance claims 

6.5.3.14.1 Take pictures of damaged equipment or buildings. 

6.5.3.14.2 Contact landlord for insurance adjustment if there is property damage. 

6.5.3.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.
6.5.3.15 Analyzing records retention and salvage requirements 

6.5.3.15.1 Consult with EDI HIPAA Transaction team lead to determine if outage event affects the retention of data as required in the RFP. 

6.5.3.15.2 Consult with the EDI HIPAA Transaction team lead and network manager to determine if the outage event warrants ordering new equipment or repairing existing equipment.  
6.5.3.16 Monitoring recovery operations

6.5.3.16.1 Contact EDI HIPAA Transaction Recovery team lead every half hour for status reports.
6.5.3.16.2 Contact Network Recovery manager every half hour for status reports.
6.5.3.17 Reporting status to the Management Recovery team

6.5.3.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.5.3.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.5.3.18 Disaster site

6.5.3.18.1 Contact HP Corporate Real Estate for alternate site arrangements.
6.5.3.18.2 Contact local landlord for alternate site arrangements.
6.5.3.18.3 Execute timeline for relocating existing services to temporary recovery site. 

6.5.3.19 Notifying postal and courier services

6.5.3.19.1 Post notice of temporary recovery site for courier services on front doors. 

6.6 EVS
6.6.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

6.6.1.1 Notifying Administrative Recovery team members 

6.6.1.1.1 EVS team lead notifies Administrative Recovery team that a Level 1 outage/damage has occurred.
6.6.1.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team 
6.6.1.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.6.1.3 Notifying appropriate recovery team managers

6.6.1.3.1 Notify EVS team lead. 

6.6.1.3.2 Notify MMIS team manager.
6.6.1.4 Prioritizing actions and activities

6.6.1.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.6.1.4.2 Authorize the EVS team lead to resolve outage event.
6.6.1.5 Performing recovery action planning

6.6.1.5.1 Notify all administrative team members of event and meeting location.
6.6.1.5.2 Consult with EVS team lead to determine nature of outage.
6.6.1.5.3 Notify all management team members of event.
6.6.1.6 Facilities

6.6.1.6.1 Determine what level of damage to the MMIS support facilities, if applicable.
6.6.1.7 Assessing office damage

6.6.1.7.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.6.1.7.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.6.1.8 Equipment and supplies

6.6.1.8.1 Notify HP Purchasing regarding the need to purchase any hardware or software.
6.6.1.8.2 Order any supplies from normal office supply vendor, if warranted.
6.6.1.9 Personnel

6.6.1.9.1 Verifying personnel status

6.6.1.9.1.1 Contact manager(s) of affected areas to determine employees’ status. 

6.6.1.9.1.2 Contact manager(s) of non-affected areas to determine employees’ status.
6.6.1.9.1.3 Initiate evacuation plan, if necessary.
6.6.1.9.2 Arranging for temporary personnel

6.6.1.9.2.1 Contact manager(s) of affected areas to determine need for temporary staff.
6.6.1.9.2.2 Contact appropriate temporary agency for staffing neHP (see Appendix J).
6.6.1.10 Documenting recovery operations

6.6.1.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations.
6.6.1.11 Providing strategic direction to all recovery teams and personnel

6.6.1.11.1 Communicate priority of recovery to all recovery teams.
6.6.1.11.2 Coordinate all teams working on recovery activities.
6.6.1.12 Coordinating insurance claims 

6.6.1.12.1 Take pictures of damaged equipment or building. 

6.6.1.12.2 Contact landlord for insurance adjustment if there is property damage.
6.6.1.12.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  

6.6.1.13 Monitoring recovery operations

6.6.1.13.1 Contact EVS Recovery team every half hour for status reports.
6.6.1.14 Reporting status to the Management Recovery Team

6.6.1.14.1 Contact Management Recovery team hourly as to status of recovery activities.
6.6.1.14.2 Update recovery journal with hourly update to the Management Recovery team.
6.6.2 Level 2

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.
6.6.2.1 Notifying Administrative Recovery team members 

6.6.2.1.1 The EVS team lead notifies Administrative Recovery team that a Level 2 outage/damage has occurred. 

6.6.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team 
6.6.2.2.1 Determine the response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.6.2.3 Notifying appropriate recovery team managers

6.6.2.3.1 Notify EVS team lead. 

6.6.2.3.2 Notify MMIS team manager.
6.6.2.3.3 Notify backup site contact, if applicable.
6.6.2.4  Prioritizing actions and activities

6.6.2.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.6.2.4.2 Authorize the EVS team lead to resolve outage event.
6.6.2.5 Performing recovery action planning

6.6.2.5.1 Notify all Administrative team members of event and meeting location.
6.6.2.5.2 Consult with EVS team lead to determine nature of outage.
6.6.2.5.3 Notify all Management team members of event.
6.6.2.6 Providing strategic direction to all recovery teams and personnel

6.6.2.6.1 Communicate priority of recovery to all recovery teams.
6.6.2.6.2 Coordinate all teams working on recovery activities.
6.6.2.7 Facilities

6.6.2.7.1 Assessing office damage

6.6.2.7.1.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.6.2.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.6.2.7.2 Arranging security

6.6.2.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.6.2.7.2.2 Notify the HP Global Emergency Support line. 

6.6.2.7.3 Arranging for alternate facilities, if needed

6.6.2.7.3.1 Notify alternate backup site of requirement to switch to alternate EVS system.
6.6.2.7.3.2 Coordinate switchover with local network manager.
6.6.2.7.4 Arranging transportation and travel

6.6.2.7.4.1 Arrange transportation for data files, if necessary.
6.6.2.7.4.2 Arrange transportation for personnel to alternate work site, if necessary. 

6.6.2.7.5 Coordinating asset removal 

6.6.2.7.5.1 Contact HP facility management vendor.
6.6.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.6.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary

6.6.2.7.6.1 Contact landlord for building repair requirements.
6.6.2.7.6.2 Contact electric repair services.
6.6.2.8 Equipment and supplies

6.6.2.8.1 Obtaining office equipment as necessary

6.6.2.8.1.1 Notify HP Purchasing regarding the need to purchase any hardware or software.
6.6.2.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.6.2.9 Personnel

6.6.2.9.1 Verifying personnel status

6.6.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.6.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.6.2.9.1.1.2 Calls Security, if applicable. 

6.6.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.6.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.6.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.6.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:

6.6.2.9.1.2.1 Completes the information on the Injury Report form.  

6.6.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.6.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.6.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.6.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.6.2.9.2 Arranging for temporary personnel

6.6.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary.
6.6.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 
6.6.2.10 Documenting recovery operations:

6.6.2.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 
6.6.2.11 Emergency accounting procedures

6.6.2.11.1 Notify HP Kentucky Medicaid business office of need for emergency accounting support. 
6.6.2.12 Directing salvage efforts

6.6.2.12.1 Work with the area manager to classify and inventory salvageable and non salvageable equipment, records, and supplies.
6.6.2.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.6.2.13 Arranging for basic support services

6.6.2.13.1 Contact EVS backup site contact if backup site is required until outage is corrected.
6.6.2.13.2 Coordinate with backup site contact, network manager and AVR Recovery team for switchover.
6.6.2.13.3 Coordinate with EVS Recovery team and Corporate Purchasing if replacement equipment is required. 
6.6.2.14 Coordinating insurance claims 

6.6.2.14.1 Take pictures of damaged equipment or building. 
6.6.2.14.2 Contact landlord for insurance adjustment if there is property damage. 

6.6.2.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.

6.6.2.15 Analyzing records retention and salvage requirements 

6.6.2.15.1 Consult with EVS team lead to determine if outage event affects the retention of data as required in the RFP. 
6.6.2.15.2 Consult with the EVS team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.6.2.16 Monitoring recovery operations

6.6.2.16.1 Contact EVS Recovery team lead every half hour for status reports.
6.6.2.17 Reporting status to the Management Recovery Team

6.6.2.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.6.2.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.6.3 Level 3

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

6.6.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team 
6.6.3.1.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.6.3.2 Notifying Administrative Recovery team members 

6.6.3.2.1 The EVS team lead notifies Administrative Recovery team that a Level 3 outage/damage has occurred. 

6.6.3.3 Notifying appropriate recovery team managers

6.6.3.3.1 Notify EVS team lead.
6.6.3.3.2 Notify MMIS team manager.
6.6.3.3.3 Notify backup site manager of activation of backup agreement.
6.6.3.4  Prioritizing actions and activities

6.6.3.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.6.3.4.2 Authorize the EVS team lead to resolve outage event.
6.6.3.5 Performing recovery action planning

6.6.3.5.1 Notify all Administrative team members of event and meeting location.
6.6.3.5.2 Consult with EVS team lead to determine nature of outage.
6.6.3.5.3 Notify all Management team members of event.
6.6.3.5.4 Consult with backup site manager on activation of backup requirements.
6.6.3.6 Providing strategic direction to all recovery teams and personnel

6.6.3.6.1 Communicate priority of recovery to all recovery teams.
6.6.3.6.2 Coordinate all teams working on recovery activities.
6.6.3.7 Facilities

6.6.3.7.1 Assessing office damage

6.6.3.7.1.1 Perform walkthrough of main Frankfort facility to determine amount damage that has occurred.
6.6.3.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 
6.6.3.7.2 Arranging security

6.6.3.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues.
6.6.3.7.2.2 Notify the HP Global Emergency Support line. 

6.6.3.7.3 Arranging for alternate facilities, if needed

6.6.3.7.3.1 Notify alternate backup site of requirement to switch to alternate EVS system.
6.6.3.7.3.2 Coordinate switchover with local network manager.
6.6.3.7.3.3 Consult with HP Corporate Real Estate for temporary work site. 

6.6.3.7.3.4 Consult with building landlord for temporary work site. 

6.6.3.7.4 Arranging transportation and travel

6.6.3.7.4.1 Arrange transportation for data files, if necessary.
6.6.3.7.4.2 Arrange transportation for personnel to alternate work site, if necessary. 

6.6.3.7.5 Coordinating asset removal 

6.6.3.7.5.1 Contact HP facility management vendor.
6.6.3.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.6.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary

6.6.3.7.6.1 Contact landlord for building repair requirements.
6.6.3.7.6.2 Contact HP Corporate Real Estate for damage estimation services. 

6.6.3.7.6.3 Contact appropriate construction/service vendors for required repairs. 

6.6.3.8 Equipment and supplies

6.6.3.8.1 Obtaining office equipment as necessary

6.6.3.8.1.1 Notify HP Purchasing regarding the need to purchase any hardware, software or replacement office furniture.
6.6.3.8.1.2 Order needed supplies from normal office supply vendor, if warranted.
6.6.3.9 Personnel

6.6.3.9.1 Verifying personnel status

6.6.3.9.1.1 Contact area managers to account for all personnel on site at time of disaster event. 

6.6.3.9.1.2 Review guest log book to determine if there are visitors in the facility who need to be accounted for.  

6.6.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.6.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.6.3.9.2.2 Calls Security, if applicable. 

6.6.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.6.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.6.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.6.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.6.3.9.3.1 Completes the information on the Injury Report form.  

6.6.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.6.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.6.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.6.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.6.3.9.4 Arranging for temporary personnel

6.6.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 

6.6.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 
6.6.3.10 Documenting recovery operations:

6.6.3.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.6.3.11 Emergency accounting procedures

6.6.3.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.6.3.12 Directing salvage efforts

6.6.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.6.3.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.6.3.13 Arranging for basic support services

6.6.3.13.1 Contact EVS backup site contact if backup site is required until outage is corrected.
6.6.3.13.2 Coordinate with backup site contact, network manager and AVR Recovery team for switchover.
6.6.3.13.3 Coordinate with EVS Recovery team and corporate purchasing if replacement equipment is required.
6.6.3.14 Coordinating insurance claims 

6.6.3.14.1 Take pictures of damaged equipment or building. 

6.6.3.14.2 Contact landlord for Insurance adjustment if there is property damage. 

6.6.3.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.
6.6.3.15 Analyzing records retention and salvage requirements 

6.6.3.15.1 Consult with EVS team lead to determine if outage event affects the retention of data as required in the RFP. 

6.6.3.15.2 Consult with the EVS team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.6.3.16 Monitoring recovery operations

6.6.3.16.1 Contact EVS Recovery team lead every half hour for status reports.
6.6.3.16.2 Contact Network Recovery manager every half hour for status reports.
6.6.3.17 Reporting status to the Management Recovery team

6.6.3.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.6.3.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.6.3.18 Disaster site

6.6.3.18.1 Contact HP Corporate Real Estate for alternate site arrangements.
6.6.3.18.2 Contact local landlord for alternate site arrangements.
6.6.3.18.3 Execute timeline for relocating existing services to temporary recovery site. 

6.6.3.19 Notifying postal and courier services

6.6.3.19.1 Post notice of temporary recovery site for courier services on front doors. 

6.7 Online Reports
6.7.1  Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.
6.7.1.1 Notifying Administrative Recovery team members 

6.7.1.1.1 Online Reports team lead notifies Administrative Recovery team that a Level 1 outage/damage has occurred.
6.7.1.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team 
6.7.1.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.7.1.3 Notifying appropriate recovery team managers

6.7.1.3.1 Notify Online Reports team lead.
6.7.1.3.2 Notify MMIS team manager.
6.7.1.4 Prioritizing actions and activities

6.7.1.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.7.1.4.2 Authorize the Online Reports team manager to resolve outage event.
6.7.1.5 Performing recovery action planning

6.7.1.5.1 Notify all Administrative team members of event and meeting location.
6.7.1.5.2 Consult with Online Reports team manger to determine nature of outage.
6.7.1.5.3 Notify all Management team members of event.
6.7.1.6 Facilities

6.7.1.6.1 Determine the level of damage to the MMIS support facilities, if applicable.
6.7.1.7 Assessing office damage

6.7.1.7.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.7.1.7.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.7.1.8 Equipment and supplies

6.7.1.8.1 Notify HP Purchasing regarding the need to purchase any hardware or software.
6.7.1.8.2 Order any supplies from normal office supply vendor, if warranted.
6.7.1.9 Personnel

6.7.1.9.1 Verifying personnel status

6.7.1.9.1.1 Contact manager(s) of affected areas to determine employees’ status. 

6.7.1.9.1.2 Contact manager(s) of non-affected areas to determine employees’ status.
6.7.1.9.1.3 Initiate evacuation plan, if necessary.
6.7.1.9.2 Arranging for temporary personnel

6.7.1.9.2.1 Contact manager(s) of affected areas to determine need for temporary staff.
6.7.1.9.2.2 Contact appropriate temporary agency for staffing neHP. 
6.7.1.10 Documenting recovery operations

6.7.1.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations.
6.7.1.11 Providing strategic direction to all recovery teams and personnel

6.7.1.11.1 Communicate priority of recovery to all recovery teams.
6.7.1.11.2 Coordinate all teams working on recovery activities.
6.7.1.12 Coordinating insurance claims 

6.7.1.12.1 Take pictures of damaged equipment or building. 

6.7.1.12.2 Contact landlord for insurance adjustment if there is property damage.
6.7.1.12.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  
6.7.1.13 Monitoring recovery operations

6.7.1.13.1 Contact AVR Recovery team every half hour for status reports.
6.7.1.14 Reporting status to the Management Recovery team

6.7.1.14.1 Contact Management Recovery team hourly as to status of recovery activities.
6.7.1.14.2 Update recovery journal with hourly update to the Management Recovery team.
6.7.2 Level 2

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

6.7.2.1 Notifying Administrative Recovery team Members 

6.7.2.1.1 Online reports team lead notifies Administrative Recovery team that a Level 2 outage/damage has occurred 

6.7.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery Team 
6.7.2.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.7.2.3 Notifying appropriate recovery team managers

6.7.2.3.1 Notify Online Reports team lead.
6.7.2.3.2 Notify MMIS team manager.
6.7.2.3.3 Notify backup site contact, if applicable.
6.7.2.4 Prioritizing actions and activities

6.7.2.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.7.2.4.2 Authorize the Online Reports team manager to resolve outage event.
6.7.2.5 Performing recovery action planning

6.7.2.5.1 Notify all Administrative team members of event and meeting location.
6.7.2.5.2 Consult with Online Reports team manger to determine nature of outage.
6.7.2.5.3 Notify all Management team members of event.
6.7.2.6 Providing strategic direction to all recovery teams and personnel

6.7.2.6.1 Communicate priority of recovery to all recovery teams.
6.7.2.6.2 Coordinate all teams working on recovery activities.
6.7.2.7 Facilities

6.7.2.7.1 Assessing office damage

6.7.2.7.1.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.7.2.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.7.2.7.2 Arranging security

6.7.2.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.7.2.7.2.2 Notify the HP Global Emergency Support line. 

6.7.2.7.3 Arranging for alternate facilities, if needed

6.7.2.7.3.1 Notify alternate backup site of requirement to switch to alternate online reports system.
6.7.2.7.3.2 Coordinate switchover with local network manager.
6.7.2.7.4 Arranging transportation and travel

6.7.2.7.4.1 Arrange transportation for data files, if necessary.
6.7.2.7.4.2 Arrange transportation for personnel to alternate work site, if necessary. 

6.7.2.7.5 Coordinating asset removal 

6.7.2.7.5.1 Contact HP facility management vendor.
6.7.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.7.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary

6.7.2.7.6.1 Contact landlord for building repair requirements.
6.7.2.7.6.2 Contact electric repair services. 

6.7.2.8 Equipment and supplies

6.7.2.8.1 Obtaining office equipment as necessary

6.7.2.8.1.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.7.2.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.7.2.9 Personnel

6.7.2.9.1 Verifying personnel status

6.7.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.7.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.7.2.9.1.1.2 Calls Security, if applicable. 

6.7.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.7.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.7.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.7.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:

6.7.2.9.1.2.1 Completes the information on the Injury Report form.  

6.7.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.7.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.7.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.7.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.7.2.9.2 Arranging for temporary personnel

6.7.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary.
6.7.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 
6.7.2.10 Documenting recovery operations:

6.7.2.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.7.2.11 Emergency accounting procedures

6.7.2.11.1 Notify HP Kentucky Medicaid business office of need for emergency accounting support. 

6.7.2.12 Directing salvage efforts

6.7.2.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.7.2.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.7.2.13 Arranging for basic support services

6.7.2.13.1 Contact Online Reports backup site contact if backup site is required until outage is corrected.
6.7.2.13.2 Coordinate with backup site contact, network manager and Online Reports recovery team for switchover.
6.7.2.13.3 Coordinate with Online Reports Recovery team and corporate purchasing if replacement equipment is required. 

6.7.2.14 Coordinating insurance claims 

6.7.2.14.1 Take pictures of damaged equipment or building. 

6.7.2.14.2 Contact landlord for insurance adjustment if there is property damage. 

6.7.2.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.

6.7.2.15  Analyzing records retention and salvage requirements 

6.7.2.15.1 Consult with Online team lead to determine if outage event affects the retention of data as required in the RFP. 

6.7.2.15.2 Consult with the Online Reports team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  
6.7.2.16 Monitoring recovery operations

6.7.2.16.1 Contact the Online Reports Recovery team every half hour for status reports.
6.7.2.17 Reporting status to the Management Recovery team

6.7.2.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.7.2.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.7.3 Level 3

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

6.7.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team 
6.7.3.1.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.7.3.2 Notifying Administrative Recovery team members 

6.7.3.2.1 Online reports team lead notifies Administrative Recovery team that a Level 3 outage/damage has occurred.
6.7.3.3 Notifying appropriate recovery team managers

6.7.3.3.1 Notify Online Reports team leader.
6.7.3.3.2 Notify MMIS team manager.
6.7.3.3.3 Notify backup site manager of activation of backup agreement.
6.7.3.4 Prioritizing actions and activities

6.7.3.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.7.3.4.2 Authorize the online reports team lead to resolve outage event.
6.7.3.5 Performing recovery action planning

6.7.3.5.1 Notify all administrative team members of event and meeting location.
6.7.3.5.2 Consult with online reports team lead to determine nature of outage.
6.7.3.5.3 Notify all management team members of event.
6.7.3.5.4 Consult with backup site manager on activation of backup requirements.
6.7.3.6 Providing strategic direction to all recovery teams and personnel

6.7.3.6.1 Communicate priority of recovery to all recovery teams.
6.7.3.6.2 Coordinate all teams working on recovery activities.
6.7.3.7 Facilities

6.7.3.7.1 Assessing office damage

6.7.3.7.1.1 Perform walkthrough of main Frankfort facility to determine amount damage that has occurred.
6.7.3.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 
6.7.3.7.2 Arranging security

6.7.3.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues.
6.7.3.7.2.2 Notify the HP Global Emergency Support line. 

6.7.3.7.3 Arranging for alternate facilities, if needed

6.7.3.7.3.1 Notify Alternate backup site of requirement to switch to alternate online reports system.
6.7.3.7.3.2 Coordinate switchover with local network manager.
6.7.3.7.3.3 Consult with HP Corporate Real Estate for temporary work site. 

6.7.3.7.3.4 Consult with building landlord for temporary work site. 

6.7.3.7.4 Arranging transportation and travel

6.7.3.7.4.1 Arrange transportation for data files, if necessary.
6.7.3.7.4.2 Arrange transportation for personnel to alternate work site, if necessary. 

6.7.3.7.5 Coordinating asset removal 

6.7.3.7.5.1 Contact HP facility management vendor.
6.7.3.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.7.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary

6.7.3.7.6.1 Contact landlord for building repair requirements

6.7.3.7.6.2 Contact HP Corporate Real Estate for damage estimation services. 

6.7.3.7.6.3 Contact appropriate construction/service vendors for required repairs. 

6.7.3.8 Equipment and supplies

6.7.3.8.1 Obtaining office equipment as necessary

6.7.3.8.1.1 Notify HP Purchasing regarding the need to purchase any hardware, software or replacement office furniture.
6.7.3.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.7.3.9 Personnel

6.7.3.9.1 Verifying personnel status

6.7.3.9.1.1 Contact area managers to account for all personnel on site at time of disaster event. 

6.7.3.9.1.2 Review guest log book to determine if visitors are in the facility who need to be accounted for.  

6.7.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.7.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.7.3.9.2.2 Calls Security, if applicable. 

6.7.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.7.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.7.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.7.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.7.3.9.3.1 Completes the information on the Injury Report form.  

6.7.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.7.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.7.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.7.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.7.3.9.4 Arranging for temporary personnel

6.7.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 

6.7.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 

6.7.3.10 Documenting recovery operations
6.7.3.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.7.3.11 Emergency accounting procedures

6.7.3.11.1 Notify HP Kentucky Medicaid business office of need for emergency accounting support. 

6.7.3.12 Directing salvage efforts

6.7.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.7.3.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.7.3.13 Arranging for basic support services

6.7.3.13.1 Contact Online Reports backup site contact if backup site is required until outage is corrected.
6.7.3.13.2 Coordinate with backup site contact, network manager and Online Reports Recovery team for switchover.
6.7.3.13.3 Coordinate with Online Reports Recovery team and Corporate Purchasing if replacement equipment is required. 

6.7.3.14 Coordinating insurance claims 

6.7.3.14.1 Using a digital camera, take pictures of damage equipment or building.

6.7.3.14.2 Contact landlord for insurance adjustment if there is property damage.  

6.7.3.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.

6.7.3.15 Analyzing records retention and salvage requirements 

6.7.3.15.1 Consult with Online Reports team lead to determine if outage event affects the retention of data as required in the RFP. 

6.7.3.15.2 Consult with the Online Reports team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.7.3.16 Monitoring recovery operations

6.7.3.16.1 Contact Online Reports recovery team lead every half hour for status reports.
6.7.3.16.2 Contact Network Recovery manager every half hour for status reports.
6.7.3.17 Reporting status to the Management Recovery team

6.7.3.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.7.3.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.7.3.18 Disaster site

6.7.3.18.1 Contact HP Corporate Real Estate for alternate site arrangements.
6.7.3.18.2 Contact local landlord for alternate site arrangements.
6.7.3.18.3 Execute timeline for relocating existing services to temporary recovery site. 

6.7.3.19 Notifying postal and courier services

6.7.3.19.1 Post notice of temporary recovery site for courier services on front doors. 

6.8 Provider Internet
6.8.1  Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.

6.8.1.1 Notifying Administrative Recovery team members 

6.8.1.1.1 Provider Internet team lead notifies Administrative Recovery team that a Level 1 outage/damage has occurred. 

6.8.1.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team 
6.8.1.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.8.1.3 Notifying appropriate recovery team managers

6.8.1.3.1 Notify Provider Internet team lead. 

6.8.1.3.2 Notify MMIS team manager.
6.8.1.4 Prioritizing actions and activities

6.8.1.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.8.1.4.2 Authorize the provider Internet team lead to resolve outage event.
6.8.1.5 Performing recovery action planning

6.8.1.5.1 Notify all Administrative team members of event and meeting location.
6.8.1.5.2 Consult with Provider Internet team lead to determine nature of outage.
6.8.1.5.3  Notify all Management team members of event.
6.8.1.6 Facilities

6.8.1.6.1 Determine what level of damage to the MMIS support facilities, if applicable.
6.8.1.7 Assessing office damage

6.8.1.7.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.8.1.7.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence.
6.8.1.8 Equipment and supplies

6.8.1.8.1 Notify HP Purchasing regarding the need to purchase any hardware or software.
6.8.1.8.2 Order any supplies from normal office supply vendor, if warranted.
6.8.1.9 Personnel

6.8.1.9.1 Verifying personnel status

6.8.1.9.1.1 Contact manager(s) of affected areas to determine employees’ status. 

6.8.1.9.1.2 Contact manager(s) of non-affected areas to determine employees’ status.
6.8.1.9.1.3 Initiate evacuation plan, if necessary.
6.8.1.9.2 Arranging for temporary personnel

6.8.1.9.2.1 Contact manager(s) of affected areas to determine need for temporary staff.
6.8.1.9.2.2 Contact appropriate temporary agency for staffing neHP. (See Appendix J.)
6.8.1.10 Documenting recovery operations

6.8.1.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations.
6.8.1.11 Providing strategic direction to all recovery teams and personnel

6.8.1.11.1 Communicate priority of recovery to all recovery teams.
6.8.1.11.2 Coordinate all teams working on recovery activities.
6.8.1.12 Coordinating insurance claims 

6.8.1.12.1 Using a digital camera, take pictures of damage equipment or building. 

6.8.1.12.2 Contact landlord for insurance adjustment if there is property damage.
6.8.1.12.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  

6.8.1.13 Monitoring recovery operations

6.8.1.13.1 Contact Provider Internet recovery team lead every half hour status reports.
6.8.1.14 Reporting status to the management recovery team

6.8.1.14.1 Contact Management Recovery team hourly as to status of recovery activities.
6.8.1.14.2 Update recovery journal with hourly update to the Management Recovery team.
6.8.2 Level 2

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

6.8.2.1 Notifying Administrative Recovery team members 

6.8.2.1.1 Provider Internet team lead notifies Administrative Recovery team that a Level 2 outage/damage has occurred. 

6.8.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team 
6.8.2.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.8.2.3 Notifying appropriate recovery team managers

6.8.2.3.1 Notify Provider Internet team lead. 

6.8.2.3.2 Notify MMIS team manager.
6.8.2.3.3 Notify backup site contact, if applicable.
6.8.2.4  Prioritizing actions and activities

6.8.2.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.8.2.4.2 Authorize the Provider Internet team lead to resolve outage event.
6.8.2.5 Performing recovery action planning

6.8.2.5.1 Notify all Administrative team members of event and meeting location.
6.8.2.5.2 Consult with Provider Internet team lead to determine nature of outage.
6.8.2.5.3 Notify all Management team members of event.
6.8.2.6 Providing strategic direction to all recovery teams and personnel

6.8.2.6.1 Communicate priority of recovery to all recovery teams.
6.8.2.6.2 Coordinate all teams working on recovery activities.
6.8.2.7 Facilities

6.8.2.7.1 Assessing office damage

6.8.2.7.1.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.8.2.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence.
6.8.2.7.2 Arranging security

6.8.2.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.8.2.7.2.2 Notify the HP Global Emergency Support line. 

6.8.2.7.3 Arranging for alternate facilities, if needed

6.8.2.7.3.1 Notify Alternate backup site of requirement to switch to alternative provider Internet system.
6.8.2.7.3.2 Coordinate switchover with local network manager.
6.8.2.7.4 Arranging transportation and travel

6.8.2.7.4.1 Arrange transportation for data files, if necessary.
6.8.2.7.4.2 Arrange transportation for personnel to alternate work site, if necessary. 

6.8.2.7.5 Coordinating asset removal 

6.8.2.7.5.1 Contact HP facility management vendor.
6.8.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.8.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary

6.8.2.7.6.1 Contact landlord for building repair requirements.
6.8.2.7.6.2 Contact electric repair services.
6.8.2.8 Equipment and supplies

6.8.2.8.1 Obtaining office equipment as necessary

6.8.2.8.1.1 Notify HP Purchasing regarding the need to purchase any hardware or software.
6.8.2.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.8.2.9 Personnel

6.8.2.9.1 Verifying personnel status

6.8.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.8.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.8.2.9.1.1.2 Calls Security, if applicable. 

6.8.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.8.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.8.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.8.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:

6.8.2.9.1.2.1 Completes the information on the Injury Report form.  

6.8.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.8.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.8.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.8.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.8.2.9.2 Arranging for temporary personnel

6.8.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary.

6.8.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 

6.8.2.10 Documenting recovery operations:

6.8.2.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.8.2.11 Emergency accounting procedures

6.8.2.11.1 Notify HP Kentucky Medicaid business office of need for emergency accounting support. 

6.8.2.12 Directing salvage efforts

6.8.2.12.1 Work with the area manager to classify and inventory salvageable and non salvageable equipment, records, and supplies.
6.8.2.12.2 Arrange for transportation to temporary storage facility if materials is to be stored off-site.
6.8.2.13 Arranging for basic support services

6.8.2.13.1 Contact Provider Internet backup site contact if backup site is required until outage is corrected.
6.8.2.13.2 Coordinate with backup site contact, network manager and AVR Recovery team for switchover.
6.8.2.13.3 Coordinate with provider Internet recovery team and corporate purchasing if replacement equipment is required. 

6.8.2.14 Coordinating insurance claims 

6.8.2.14.1 Take pictures of damaged equipment or building. 

6.8.2.14.2 Contact landlord for insurance adjustment if there is property damage. 
6.8.2.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.   

6.8.2.15 Analyzing records retention and salvage requirements 

6.8.2.15.1 Consult with Provider Internet team lead to determine if outage event affects the retention of data as required in the RFP. 

6.8.2.15.2 Consult with the Provider Internet team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.8.2.16 Monitoring recovery operations

6.8.2.16.1 Contact Provider Internet Recovery team lead every half hour for status reports.
6.8.2.17 Reporting status to the management recovery team

6.8.2.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.8.2.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.8.3 Level 3

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

6.8.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team 
6.8.3.1.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.8.3.2 Notifying Administrative Recovery team members 

6.8.3.2.1 Provider Internet team lead notifies Administrative Recovery team that a Level 2 outage/damage has occurred. 

6.8.3.3 Notifying appropriate recovery team managers

6.8.3.3.1 Notify Provider Internet team lead.
6.8.3.3.2 Notify MMIS team manager.
6.8.3.3.3 Notify backup site manager of activation of backup agreement.
6.8.3.4 Prioritizing actions and activities

6.8.3.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.8.3.4.2 Authorize the provider Internet team lead to resolve outage event.
6.8.3.5 Performing recovery action planning

6.8.3.5.1 Notify all Administrative team members of event and meeting location.
6.8.3.5.2 Consult with Provider Internet team lead to determine nature of outage.
6.8.3.5.3 Notify all Management team members of event.
6.8.3.5.4 Consult with backup site manager on activation of backup requirements.
6.8.3.6 Providing strategic direction to all recovery teams and personnel

6.8.3.6.1 Communicate priority of recovery to all recovery teams.
6.8.3.6.2 Coordinate all teams working on recovery activities.
6.8.3.7 Facilities

6.8.3.7.1 Assessing office damage

6.8.3.7.1.1 Perform walkthrough of main Frankfort facility to determine amount damage has occurred.
6.8.3.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence.
6.8.3.7.2 Arranging security

6.8.3.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues.
6.8.3.7.2.2 Notify the HP Global Emergency Support line.
6.8.3.7.3 Arranging for alternate facilities, if needed

6.8.3.7.3.1 Notify alternate backup site of requirement to switch to alternate provider Internet system.
6.8.3.7.3.2 Coordinate switchover with local network manager.
6.8.3.7.3.3 Consult with HP Corporate Real Estate for temporary work site.
6.8.3.7.3.4 Consult with building landlord for temporary work site.
6.8.3.7.4 Arranging transportation and travel

6.8.3.7.4.1 Arrange transportation for data files, if necessary.
6.8.3.7.4.2 Arrange transportation for personnel to alternate work site, if necessary. 

6.8.3.7.5 Coordinating asset removal 

6.8.3.7.5.1 Contact HP facility management vendor.
6.8.3.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.8.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary

6.8.3.7.6.1 Contact landlord for building repair requirements.
6.8.3.7.6.2 Contact HP Corporate Real Estate for damage estimation services. 

6.8.3.7.6.3 Contact appropriate construction/ service vendors for required repairs. 

6.8.3.8 Equipment and supplies

6.8.3.8.1 Obtaining office equipment as necessary

6.8.3.8.1.1 Notify HP Purchasing regarding the need to purchase any hardware, software or replacement office furniture.
6.8.3.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.8.3.9 Personnel

6.8.3.9.1 Verifying personnel status

6.8.3.9.1.1 Contact area managers to account for all personnel on site at time of disaster event. 

6.8.3.9.1.2 Review guest log book to determine if there are visitors in the facility who need to be accounted for.  

6.8.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.8.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.8.3.9.2.2 Calls Security, if applicable. 

6.8.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.8.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.8.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.8.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.8.3.9.3.1 Completes the information on the Injury Report form.  

6.8.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.8.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.8.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.8.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.8.3.9.4 Arranging for temporary personnel

6.8.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 

6.8.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 

6.8.3.10 Documenting recovery operations
6.8.3.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.8.3.11 Emergency accounting procedures

6.8.3.11.1 Notify HP Kentucky Medicaid business office of need for emergency accounting support. 

6.8.3.12 Directing salvage efforts

6.8.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.8.3.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.8.3.13 Arranging for basic support services

6.8.3.13.1 Contact Provider Internet backup site contact if backup site is required until outage is corrected.
6.8.3.13.2 Coordinate with backup site contact, network manager and Provider Internet recovery team for switch over.
6.8.3.13.3 Coordinate with provider Internet recovery team and corporate purchasing if replacement equipment is required. 

6.8.3.14 Coordinating insurance claims 

6.8.3.14.1 Take pictures of damaged equipment or building. 

6.8.3.14.2 Contact landlord for insurance adjustment if there is property damage. 

6.8.3.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.
6.8.3.15 Analyzing records retention and salvage requirements 

6.8.3.15.1 Consult with Provider Internet team lead to determine if outage event affects the retention of data as required in the RFP. 

6.8.3.15.2 Consult with the Provider Internet team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.8.3.16 Monitoring recovery operations

6.8.3.16.1 Contact Provider Internet recovery team every half hour for status reports.
6.8.3.16.2 Contact Network Recovery manager every half hour for status reports.
6.8.3.17 Reporting status to the Management Recovery Team

6.8.3.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.8.3.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.8.3.18 Disaster site

6.8.3.18.1 Contact HP Corporate Real Estate for alternate site arrangements.
6.8.3.18.2 Contact local landlord for alternate site arrangements.
6.8.3.18.3 Execute timeline for relocating existing services to temporary recovery site.
6.8.3.19 Notifying postal and courier services

6.8.3.19.1 Post notice of temporary recovery site for courier services on front doors. 

6.9 Benefit Administration
6.9.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

6.9.1.1 Notifying Administrative Recovery team members 

6.9.1.1.1 Benefit Administration team lead notifies Administrative Recovery team that a Level 1 outage/damage has occurred. 

6.9.1.2 Activating all or part of the Disaster Recovery Plan as directed by the management recovery team 
6.9.1.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.9.1.3 Notifying appropriate recovery team managers

6.9.1.3.1 Notify Benefit Administration team lead. 

6.9.1.3.2 Notify MMIS team manager.
6.9.1.4 Prioritizing actions and activities

6.9.1.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.9.1.4.2 Authorize the Benefit Administration team lead to resolve outage event.
6.9.1.5 Performing recovery action planning

6.9.1.5.1 Notify all Administrative team members of event and meeting location.
6.9.1.5.2 Consult with Benefit Administration team lead to determine nature of outage.
6.9.1.5.3 Notify all Management team members of event.
6.9.1.6 Facilities

6.9.1.6.1 Determine what level of damage to the MMIS support facilities, if applicable.
6.9.1.7 Assessing office damage

6.9.1.7.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.9.1.7.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.9.1.8 Equipment and supplies

6.9.1.8.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.9.1.8.2 Order any supplies from normal office supply vendor, if warranted.
6.9.1.9 Personnel

6.9.1.9.1 Verifying personnel status

6.9.1.9.1.1 Contact manager(s) of affected areas to determine employees’ status. 

6.9.1.9.1.2 Contact manager(s) of non-affected areas to determine employees’ status.
6.9.1.9.1.3 Initiate evacuation plan, if necessary.
6.9.1.9.2 Arranging for temporary personnel

6.9.1.9.2.1 Contact manager(s) of affected areas to determine need for temporary staff.
6.9.1.9.2.2 Contact appropriate temporary agency for staffing neHP.
6.9.1.10 Documenting recovery operations

6.9.1.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations.
6.9.1.11 Providing strategic direction to all recovery teams and personnel

6.9.1.11.1 Communicate priority of recovery to all recovery teams.
6.9.1.11.2 Coordinate all teams working on recovery activities.
6.9.1.12 Coordinating insurance claims 

6.9.1.12.1 Take pictures of damaged equipment or building. 

6.9.1.12.2 Contact landlord for insurance adjustment if there is property damage.
6.9.1.12.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  

6.9.1.13 Monitoring recovery operations

6.9.1.13.1 Contact Benefit Administration Recovery team lead every half hour for status reports.
6.9.1.14 Reporting status to the Management Recovery Team

6.9.1.14.1 Contact Management Recovery team hourly as to status of recovery activities.
6.9.1.14.2 Update recovery journal with hourly update to the Management Recovery team.
6.9.2 Level 2

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

6.9.2.1 Notifying Administrative Recovery team members 

6.9.2.1.1 Benefit Administration team lead notifies Administrative Recovery team that a Level 2 outage/damage has occurred. 

6.9.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team 
6.9.2.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.9.2.3 Notifying appropriate recovery team managers

6.9.2.3.1 Notify Benefit Administration team lead.
6.9.2.3.2 Notify MMIS team manager.
6.9.2.3.3 Notify backup site contact, if applicable.
6.9.2.4 Prioritizing actions and activities

6.9.2.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.9.2.4.2 Authorize the Benefit Administration team lead to resolve outage event.
6.9.2.5 Performing recovery action planning

6.9.2.5.1 Notify all Administrative team members of event and meeting location.
6.9.2.5.2 Consult with Benefit Administration team lead to determine nature of outage.
6.9.2.5.3 Notify all Management team members of event.
6.9.2.6 Providing strategic direction to all recovery teams and personnel

6.9.2.6.1 Communicate priority of recovery to all recovery teams.
6.9.2.6.2 Coordinate all teams working on recovery activities.
6.9.2.7 Facilities

6.9.2.7.1 Assessing office damage

6.9.2.7.1.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.9.2.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.9.2.7.2 Arranging security

6.9.2.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.9.2.7.2.2 Notify the HP Global Emergency Support line. 

6.9.2.7.3 Arranging for alternate facilities, if needed

6.9.2.7.3.1 Notify alternate backup site of requirement to switch to alternative Benefit Administration system.
6.9.2.7.3.2 Coordinate switchover with local network manager.
6.9.2.7.4 Arranging transportation and travel

6.9.2.7.4.1 Arrange transportation for data files, if necessary.
6.9.2.7.4.2 Arrange transportation for personnel to alternate work site, if necessary. 

6.9.2.7.5 Coordinating asset removal 

6.9.2.7.5.1 Contact HP facility management vendor.
6.9.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.9.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary

6.9.2.7.6.1 Contact landlord for building repair requirements.
6.9.2.7.6.2 Contact electric repair services. 

6.9.2.8 Equipment and supplies

6.9.2.8.1 Obtaining office equipment as necessary

6.9.2.8.1.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.9.2.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.9.2.9 Personnel

6.9.2.9.1 Verifying personnel status

6.9.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.9.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.9.2.9.1.1.2 Calls Security, if applicable. 

6.9.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.9.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.9.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.9.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:

6.9.2.9.1.2.1 Completes the information on the Injury Report form.  

6.9.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.9.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.9.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.9.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.9.2.9.2 Arranging for temporary personnel

6.9.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary.

6.9.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 

6.9.2.10 Documenting recovery operations:

6.9.2.10.1 Begin a recovery operations journal to keep detail notes on recovery operations. 

6.9.2.11 Emergency accounting procedures

6.9.2.11.1 Notify HP Kentucky Medicaid Business office of need for emergency accounting support. 

6.9.2.12 Directing salvage efforts

6.9.2.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.9.2.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.9.2.13 Arranging for basic support services

6.9.2.13.1 Contact Benefit Administration backup site contact if backup site is required until outage is corrected.
6.9.2.13.2 Coordinate with backup site contact, network manager and Benefit Administration Recovery team for switchover.
6.9.2.13.3 Coordinate with Benefit Administration Recovery team and corporate purchasing if replacement equipment is required. 

6.9.2.14 Coordinating insurance claims 

6.9.2.14.1 Take pictures of damaged equipment or building. 

6.9.2.14.2 Contact landlord for insurance adjustment if property damage. 

6.9.2.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.   

6.9.2.15 Analyzing records retention and salvage requirements 

6.9.2.15.1 Consult with Benefit Administration team lead to determine if outage event affects the retention of data as required in the RFP. 

6.9.2.15.2 Consult with the Benefit Administration team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.9.2.16 Monitoring recovery operations

6.9.2.16.1 Contact Benefit Administration Recovery team lead every half hour for status reports.
6.9.2.17 Reporting status to the Management Recovery Team

6.9.2.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.9.2.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.9.3 Level 3

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

6.9.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team. 
6.9.3.1.1 Determine response by using the Disaster Recovery Plan activation process from Section 1 11 of this plan.
6.9.3.2 Notifying Administrative Recovery team members 

6.9.3.2.1 Benefit Administration team lead notifies Administrative Recovery team that a Level 3 outage/damage has occurred. 

6.9.3.3 Notifying appropriate recovery team managers

6.9.3.3.1 Notify Benefit Administration team lead.
6.9.3.3.2 Notify MMIS team manager.
6.9.3.3.3 Notify backup site manager of activation of backup agreement.
6.9.3.4  Prioritizing actions and activities

6.9.3.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.9.3.4.2 Authorize the Benefit Administration team lead to resolve outage event.
6.9.3.5 Performing recovery action planning

6.9.3.5.1 Notify all Administrative team members of event and meeting location.
6.9.3.5.2 Consult with Benefit Administration team lead to determine nature of outage.
6.9.3.5.3 Notify all Management team members of event.
6.9.3.5.4 Consult with backup site manager on activation of backup requirements.
6.9.3.6 Providing strategic direction to all recovery teams and personnel

6.9.3.6.1 Communicate priority of recovery to all recovery teams.
6.9.3.6.2 Coordinate all teams working on recovery activities.
6.9.3.7 Facilities

6.9.3.7.1 Assessing office damage

6.9.3.7.1.1 Perform walkthrough of main Frankfort facility to determine amount damage has occurred.
6.9.3.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 
6.9.3.7.2 Arranging security

6.9.3.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.9.3.7.2.2 Notify the HP Global Emergency Support Line. 

6.9.3.7.3 Arranging for alternate facilities, if needed

6.9.3.7.3.1 Notify alternative backup site of requirement to switch to alternative Benefit Administration system.
6.9.3.7.3.2 Coordinate switchover with local network manager.
6.9.3.7.3.3 Consult with HP Corporate Real Estate for temporary work site. 

6.9.3.7.3.4 Consult with building landlord for temporary work site. 

6.9.3.7.4 Arranging transportation and travel

6.9.3.7.4.1 Arrange transportation for data files, if necessary.
6.9.3.7.4.2 Arrange transportation for personnel to alternative work site, if necessary.
6.9.3.7.5 Coordinating asset removal 

6.9.3.7.5.1 Contact HP facility management vendor.
6.9.3.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.9.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary

6.9.3.7.6.1 Contact landlord for building repair requirements.
6.9.3.7.6.2 Contact HP Corporate Real Estate for damage estimation services. 

6.9.3.7.6.3 Contact appropriate construction/service vendors for required repairs. 

6.9.3.8 Equipment and supplies

6.9.3.8.1 Obtaining office equipment as necessary

6.9.3.8.1.1 Notify HP Purchasing for the need to purchase any hardware, software or replacement office furniture.
6.9.3.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.9.3.9 Personnel

6.9.3.9.1 Verifying personnel status

6.9.3.9.1.1 Contact area managers to account for all personnel on site at time of disaster event. 

6.9.3.9.1.2 Review guest log book to determine if there are visitors in the facility who need to be accounted for.  

6.9.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.9.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.9.3.9.2.2 Calls Security, if applicable. 

6.9.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.9.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.9.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.9.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.9.3.9.3.1 Completes the information on the Injury Report form.  

6.9.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.9.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.9.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.9.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.9.3.9.4 Arranging for temporary personnel

6.9.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 

6.9.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 

6.9.3.10 Documenting recovery operations:

6.9.3.10.1 Begin a recovery operations journal to keep detail notes on recovery operations. 

6.9.3.11 Emergency accounting procedures

6.9.3.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.9.3.12 Directing salvage efforts

6.9.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.9.3.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.9.3.13 Arranging for basic support services

6.9.3.13.1 Contact Benefit Administration backup site contact if backup site is required until outage is corrected.
6.9.3.13.2 Coordinate with backup site contact, network manager and Benefit Administration recovery team for switchover.
6.9.3.13.3 Coordinate with Benefit Administration Recovery team and Corporate Purchasing if replacement equipment is required. 

6.9.3.14 Coordinating insurance claims 

6.9.3.14.1 Take pictures of damaged equipment or building.
6.9.3.14.2 Contact landlord for insurance adjustment if there is property damage. 

6.9.3.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.
6.9.3.15 Analyzing records retention and salvage requirements 

6.9.3.15.1 Consult with Benefit Administration team lead to determine if outage event affects the retention of data as required in the RFP. 

6.9.3.15.2 Consult with the Benefit Administration team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.9.3.16 Monitoring recovery operations

6.9.3.16.1 Contact Benefit Administration Recovery team lead every half hour status reports.
6.9.3.16.2 Contact network recovery manager every half hour status reports.
6.9.3.17 Reporting status to the Management Recovery team

6.9.3.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.9.3.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.9.3.18 Disaster site

6.9.3.18.1 Contact HP Corporate Real Estate for alternative site arrangements.
6.9.3.18.2 Contact local landlord for alternative site arrangements.
6.9.3.18.3 Execute timeline to relocated existing services to temporary recovery site. 

6.9.3.19 Notifying postal and courier services

6.9.3.19.1 Post notice of temporary recovery site for courier services on front doors. 

6.10 Claims
6.10.1  Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

6.10.1.1 Notifying Administrative Recovery team members 

6.10.1.1.1 Claims team lead notifies Administrative Recovery team that a Level 1 outage/damage has occurred. 

6.10.1.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team 
6.10.1.2.1 Determine response by using the Disaster Recovery Plan activation process from section 1 11 of this plan.
6.10.1.3 Notifying appropriate recovery team managers

6.10.1.3.1 Notify Claims team lead. 

6.10.1.3.2 Notify MMIS team manager.
6.10.1.4 Prioritizing actions and activities

6.10.1.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.10.1.4.2 Authorize the Claims team lead to resolve outage event.
6.10.1.5 Performing recovery action planning

6.10.1.5.1 Notify all Administrative team members of event and meeting location.
6.10.1.5.2 Consult with Claims team lead to determine nature of outage.
6.10.1.5.3  Notify all Management team members of event.
6.10.1.6 Facilities

6.10.1.6.1 Determine what level of damage to the MMIS support facilities, if applicable.
6.10.1.7 Assessing office damage

6.10.1.7.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.10.1.7.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.10.1.8 Equipment and supplies

6.10.1.8.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.10.1.8.2 Order any supplies from normal office supply vendor, if warranted.
6.10.1.9 Personnel

6.10.1.9.1 Verifying personnel status

6.10.1.9.1.1 Contact manager(s) of affected areas to determine employees’ status. 

6.10.1.9.1.2 Contact manager(s) of non-affected areas to determine employees’ status.
6.10.1.9.1.3 Initiate evacuation plan, if necessary.
6.10.1.9.2 Arranging for temporary personnel

6.10.1.9.2.1 Contact manager(s) of affected areas to determine need for temporary staff.
6.10.1.9.2.2 Contact appropriate temporary agency for staffing neHP. (See Appendix J.)
6.10.1.10 Documenting recovery operations

6.10.1.10.1 Begin a recovery operations journal to keep detail notes on recovery operations.
6.10.1.11 Providing strategic direction to all recovery teams and personnel

6.10.1.11.1 Communicate priority of recovery to all recovery teams.
6.10.1.11.2 Coordinate all teams working on recovery activities.
6.10.1.12 Coordinating insurance claims 

6.10.1.12.1 Using a digital camera take pictures of damage equipment or building. 

6.10.1.12.2 Contact landlord for insurance adjustment if property damage.
6.10.1.12.3 Contact Corporate for insurance adjustment for HP owned-equipment damage.  

6.10.1.13 Monitoring recovery operations

6.10.1.13.1 Contact Claims recovery team lead every half hour status reports.
6.10.1.14 Reporting status to the Management Recovery team

6.10.1.14.1 Contact Management Recovery team hourly as to status of recovery activities.
6.10.1.14.2 Update recovery journal with hourly update to the Management Recovery team.
6.10.2 Level 2

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

6.10.2.1 Notifying Administrative Recovery team members 

6.10.2.1.1 Claims team lead notifies Administrative Recovery team that a level 2 outage/damage has occurred. 

6.10.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery Team 
6.10.2.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.10.2.3 Notifying appropriate recovery team managers

6.10.2.3.1 Notify Claims team lead.
6.10.2.3.2 Notify MMIS team manager.
6.10.2.3.3 Notify backup site contact, if applicable.
6.10.2.4  Prioritizing actions and activities

6.10.2.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.10.2.4.2 Authorize the Claims team lead to resolve outage event.
6.10.2.5 Performing recovery action planning

6.10.2.5.1 Notify all Administrative Team members of event and meeting location.
6.10.2.5.2 Consult with Claims team lead to determine nature of outage.
6.10.2.5.3 Notify all Management team members of event.
6.10.2.6 Providing strategic direction to all recovery teams and personnel

6.10.2.6.1 Communicate priority of recovery to all recovery teams.
6.10.2.6.2 Coordinate all teams working on recovery activities.
6.10.2.7 Facilities

6.10.2.7.1 Assessing office damage

6.10.2.7.1.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.10.2.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.10.2.7.2 Arranging security

6.10.2.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues.
6.10.2.7.2.2 Notify the HP Global Emergency Support Line. 

6.10.2.7.3 Arranging for alternate facilities, if needed

6.10.2.7.3.1 Notify alternative backup site of requirement to switch to alternative Claims system.
6.10.2.7.3.2 Coordinate switchover with local network manager.
6.10.2.7.4 Arranging transportation and travel

6.10.2.7.4.1 Arrange transportation for data files, if necessary.
6.10.2.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.10.2.7.5 Coordinating asset removal 

6.10.2.7.5.1 Contact HP Facility Management vendor.
6.10.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.10.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary

6.10.2.7.6.1 Contact landlord for building repair requirements.
6.10.2.7.6.2 Contact electric repair services. 

6.10.2.8 Equipment and supplies

6.10.2.8.1 Obtaining office equipment as necessary

6.10.2.8.2 Notify HP Purchasing for the need to purchase any hardware or software.
6.10.2.8.3 Order any supplies from normal office supply vendor, if warranted.
6.10.2.9 Personnel

6.10.2.9.1 Verifying personnel status

6.10.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.10.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.10.2.9.1.1.2 Calls Security, if applicable. 

6.10.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.10.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.10.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.10.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:

6.10.2.9.1.2.1 Completes the information on the Injury Report form.  

6.10.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.10.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.10.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.10.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.10.2.9.2 Arranging for temporary personnel

6.10.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary.

6.10.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 

6.10.2.10 Documenting recovery operations:

6.10.2.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.10.2.11 Emergency accounting procedures

6.10.2.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.10.2.12 Directing salvage efforts

6.10.2.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.10.2.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.10.2.13 Arranging for basic support services

6.10.2.13.1 Contact Claims backup site contact if backup site is required until outage is corrected.
6.10.2.13.2 Coordinate with backup site contact, Network manager and Claims Recovery team for switchover.
6.10.2.13.3 Coordinate with Claims Recovery team and Corporate Purchasing if replacement equipment is required. 

6.10.2.14 Coordinating insurance claims 

6.10.2.14.1 Take pictures of damaged equipment or building. 

6.10.2.14.2 Contact landlord for insurance adjustment if property damage. 

6.10.2.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  

6.10.2.15 Analyzing records retention and salvage requirements 

6.10.2.15.1 Consult with Claims team lead to determine if outage event affects the retention of data as required in the RFP. 

6.10.2.15.2 Consult with the Claims team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  
6.10.2.16 Monitoring recovery operations

6.10.2.16.1 Contact Claims Recovery team every half hour status reports.
6.10.2.17 Reporting status to the Management Recovery team

6.10.2.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.10.2.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.10.3 Level 3

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

6.10.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team 
6.10.3.1.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.10.3.2 Notifying Administrative Recovery team members 

6.10.3.2.1 Claims team lead notifies Administrative Recovery team that a Level 3 outage/damage has occurred. 

6.10.3.3 Notifying appropriate recovery team managers

6.10.3.3.1 Notify Claims team lead.
6.10.3.3.2 Notify MMIS team manager.
6.10.3.3.3 Notify backup site manager of activation of backup agreement.
6.10.3.4  Prioritizing actions and activities

6.10.3.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.10.3.4.2 Authorize the Claims team lead to resolve outage event.
6.10.3.5 Performing recovery action planning

6.10.3.5.1 Notify all Administrative team members of event and meeting location.
6.10.3.5.2 Consult with Claims team lead to determine nature of outage.
6.10.3.5.3 Notify all Management team members of event.
6.10.3.5.4 Consult with backup site manager on activation of backup requirements

6.10.3.6 Providing strategic direction to all recovery teams and personnel

6.10.3.6.1 Communicate priority of recovery to all recovery teams.
6.10.3.6.2 Coordinate all teams working on recovery activities.
6.10.3.7 Facilities

6.10.3.7.1 Assessing office damage

6.10.3.7.1.1 Perform walkthrough of main Frankfort facility to determine amount damage has occurred.
6.10.3.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 
6.10.3.7.2 Arranging security

6.10.3.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.10.3.7.2.2 Notify the HP Global Emergency Support Line. 

6.10.3.7.3 Arranging for alternate facilities, if needed

6.10.3.7.3.1 Notify alternative backup site of requirement to switch to alternative Claims system.
6.10.3.7.3.2 Coordinate switchover with local network manager.
6.10.3.7.3.3 Consult with HP Corporate Real Estate for temporary work site. 

6.10.3.7.3.4 Consult with building landlord for temporary work site. 

6.10.3.7.4 Arranging transportation and travel

6.10.3.7.4.1 Arrange transportation for data files, if necessary.
6.10.3.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.10.3.7.5 Coordinating asset removal 

6.10.3.7.5.1 Contact HP Facility Management vendor.
6.10.3.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.10.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary

6.10.3.7.6.1 Contact landlord for building repair requirements.
6.10.3.7.6.2 Contact HP Corporate Real Estate for damage estimation services. 

6.10.3.7.6.3 Contact appropriate construction/service vendors for required repairs.
6.10.3.8 Equipment and supplies

6.10.3.8.1 Obtaining office equipment as necessary

6.10.3.8.1.1 Notify HP Purchasing for the need to purchase any hardware, software or replacement office furniture.
6.10.3.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.10.3.9 Personnel

6.10.3.9.1 Verifying personnel status

6.10.3.9.1.1 Contact area managers to account for all personnel on site at time of disaster event. 

6.10.3.9.1.2 Review guest log book to determine if visitors are in the facility who need to be accounted for.  

6.10.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.10.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.10.3.9.2.2 Calls Security, if applicable. 

6.10.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.10.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.10.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.10.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.10.3.9.3.1 Completes the information on the Injury Report form.  

6.10.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.10.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.10.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.10.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.10.3.9.4 Arranging for temporary personnel

6.10.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 

6.10.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 

6.10.3.10 Documenting recovery operations:

6.10.3.10.1 Begin a recovery operations journal to keep detail notes on recovery operations. 

6.10.3.11 Emergency accounting procedures

6.10.3.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.10.3.12 Directing salvage efforts

6.10.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.

6.10.3.12.2 Arrange for transportation to temporary storage facility if materials is to be stored off-site. 
6.10.3.13 6.4.21.13. Arranging for basic support services

6.10.3.13.1 Contact Claims backup site contact if backup site is required until outage is corrected.
6.10.3.13.2 Coordinate with backup site contact, Network manager and Claims Recovery team for switchover.
6.10.3.13.3 Coordinate with Claims Recovery team and corporate purchasing if replacement equipment is required. 

6.10.3.14 Coordinating insurance claims 

6.10.3.14.1 Take pictures of damaged equipment or building. 

6.10.3.14.2 Contact landlord for insurance adjustment if property damage.
6.10.3.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.
6.10.3.15 Analyzing records retention and salvage requirements 

6.10.3.15.1 Consult with Claims team lead to determine if outage event affects the retention of data as required in the RFP. 

6.10.3.15.2 Consult with the Claims team lead and Network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.10.3.16 Monitoring recovery operations

6.10.3.16.1 Contact Claims Recovery team lead every half hour status reports.
6.10.3.16.2 Contact Network Recovery manager every half hour status reports.
6.10.3.17 Reporting status to the Management Recovery team

6.10.3.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.10.3.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.10.3.18 Disaster site

6.10.3.18.1 Contact HP Corporate Real Estate for alternative site arrangements.
6.10.3.18.2 Contact local landlord for alternative site arrangements.
6.10.3.18.3 Execute timeline to relocated existing services to temporary recovery site. 

6.10.3.19 Notifying postal and courier services

6.10.3.19.1 Post notice of temporary recovery site for courier services on front doors. 

6.11 EPSDT 

6.11.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

6.11.1.1 Notifying Administrative Recovery team members 

6.11.1.1.1 EPSDT team lead notifies Administrative Recovery team that a Level 1 outage/damage has occurred. 

6.11.1.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery Team 
6.11.1.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.11.1.3 Notifying appropriate recovery team managers

6.11.1.3.1 Notify EPSDT team lead.
6.11.1.3.2 Notify MMIS team manager.
6.11.1.4 Prioritizing actions and activities

6.11.1.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.11.1.4.2 Authorize the EPSDT team lead to resolve outage event.
6.11.1.5 Performing recovery action planning

6.11.1.5.1 Notify all Administrative team members of event and meeting location.
6.11.1.5.2 Consult with EPSDT team manger to determine nature of outage.
6.11.1.5.3 Notify all Management Team members of event.
6.11.1.6 Facilities

6.11.1.6.1 Determine what level of damage to the MMIS support facilities, if applicable.
6.11.1.7 Assessing office damage

6.11.1.7.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.11.1.7.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.11.1.8 Equipment and supplies

6.11.1.8.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.11.1.8.2 Order any supplies from normal office supply vendor, if warranted.
6.11.1.9 Personnel

6.11.1.9.1 Verifying personnel status

6.11.1.9.1.1 Contact manager(s) of affected areas to determine employees’ status. 

6.11.1.9.1.2 Contact manager(s) of non-affected areas to determine employees’ status.
6.11.1.9.1.3 Initiate evacuation plan, if necessary.
6.11.1.9.2 Arranging for temporary personnel

6.11.1.9.2.1 Contact manager(s) of affected areas to determine need for temporary staff.
6.11.1.9.2.2 Contact appropriate temporary agency for staffing neHP. (See Appendix J.)
6.11.1.10 Documenting recovery operations

6.11.1.10.1 Begin a recovery operations journal to keep detail notes on recovery operations.
6.11.1.11 Providing strategic direction to all recovery teams and personnel

6.11.1.11.1 Communicate priority of recovery to all recovery teams.
6.11.1.11.2 Coordinate all teams working on recovery activities.
6.11.1.12 Coordinating insurance claims 

6.11.1.12.1 Take pictures of damaged equipment or building. 
6.11.1.12.2 Contact landlord for insurance adjustment if property damage.
6.11.1.12.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  
6.11.1.13 Monitoring recovery operations

6.11.1.13.1 Contact EPSDT Recovery team lead every half hour status reports.
6.11.1.14 Reporting status to the Management Recovery team

6.11.1.14.1 Contact Management Recovery team hourly as to status of recovery activities.
6.11.1.14.2 Update recovery journal with hourly update to the Management Recovery team.
6.11.2 Level 2

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

6.11.2.1 Notifying Administrative Recovery team members 

6.11.2.1.1 EPSDT team lead notifies Administrative Recovery team that a Level 2 outage/damage has occurred. 

6.11.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery Team 
6.11.2.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.11.2.3 Notifying appropriate recovery team managers

6.11.2.3.1 Notify EPSDT team lead.
6.11.2.3.2 Notify MMIS team manager.
6.11.2.3.3 Notify backup site contact, if applicable.
6.11.2.4 Prioritizing actions and activities

6.11.2.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.11.2.4.2 Authorize the EPSDT team lead to resolve outage event.
6.11.2.5 Performing recovery action planning

6.11.2.5.1 Notify all Administrative team members of event and meeting location.
6.11.2.5.2 Consult with EPSDT team lead to determine nature of outage.
6.11.2.5.3 Notify all Management team members of event.
6.11.2.6 Providing strategic direction to all recovery teams and personnel

6.11.2.6.1 Communicate priority of recovery to all recovery teams.
6.11.2.6.2 Coordinate all teams working on recovery activities.
6.11.2.7 Facilities

6.11.2.7.1 Assessing office damage

6.11.2.7.1.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.11.2.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.11.2.7.2 Arranging security

6.11.2.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.11.2.7.2.2 Notify the HP Global Emergency Support Line. 

6.11.2.7.3 Arranging for alternate facilities, if needed

6.11.2.7.3.1 Notify Alternative backup site of requirement to switch to alternative EPSDT system.
6.11.2.7.3.2 Coordinate switchover with local network manager.
6.11.2.7.4 Arranging transportation and travel

6.11.2.7.4.1 Arrange transportation for data files, if necessary.
6.11.2.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.11.2.7.5 Coordinating asset removal 

6.11.2.7.5.1 Contact HP Facility Management vendor.
6.11.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.11.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary

6.11.2.7.6.1 Contact landlord for building repair requirements.
6.11.2.7.6.2 Contact electric repair services. 

6.11.2.8 Equipment and supplies

6.11.2.8.1 Obtaining office equipment as necessary.
6.11.2.8.1.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.11.2.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.11.2.9 Personnel

6.11.2.9.1 Verifying personnel status

6.11.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.11.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.11.2.9.1.1.2 Calls Security, if applicable. 

6.11.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.11.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.11.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.11.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:

6.11.2.9.1.2.1 Completes the information on the Injury Report form.  

6.11.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.11.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.11.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.11.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.11.2.9.2 Arranging for temporary personnel

6.11.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary.

6.11.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 

6.11.2.10 Documenting recovery operations:

6.11.2.10.1 Begin a recovery operations journal to keep detail notes on recovery operations.
6.11.2.11 Emergency accounting procedures

6.11.2.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.11.2.12 Directing salvage efforts

6.11.2.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.11.2.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.11.2.13 Arranging for basic support services

6.11.2.13.1 Contact EPSDT backup site contact if backup site is required until outage is corrected.
6.11.2.13.2 Coordinate with backup site contact, Network manager and EPSDT Recovery team for switchover.
6.11.2.13.3 Coordinate with EPSDT Recovery team and corporate purchasing if replacement equipment is required.
6.11.2.14 Coordinating insurance claims 

6.11.2.14.1 Take pictures of damaged equipment or building. 

6.11.2.14.2 Contact landlord for insurance adjustment if property damage. 

6.11.2.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.   

6.11.2.15 Analyzing records retention and salvage requirements 

6.11.2.15.1 Consult with EPSDT team lead to determine if outage event affects the retention of data as required in the RFP. 

6.11.2.15.2 Consult with the EPSDT team lead and Network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.11.2.16 Monitoring recovery operations

6.11.2.16.1 Contact EPSDT Recovery team every half hour status reports.
6.11.2.17 Reporting status to the Management Recovery team

6.11.2.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.11.2.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.11.3 Level 3

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

6.11.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team 
6.11.3.1.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.11.3.2 Notifying Administrative Recovery team members 

6.11.3.2.1 EPSDT team lead notifies Administrative Recovery team that a Level 3 outage/damage has occurred. 

6.11.3.3 Notifying appropriate recovery team managers

6.11.3.3.1 Notify EPSDT team lead. 

6.11.3.3.2 Notify MMIS team manager.
6.11.3.3.3 Notify backup site manager of activation of backup agreement.
6.11.3.4  Prioritizing actions and activities

6.11.3.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.11.3.4.2 Authorize the EPSDT team manager to resolve outage event.
6.11.3.5 Performing recovery action planning

6.11.3.5.1 Notify all Administrative team members of event and meeting location.
6.11.3.5.2 Consult with EPSDT team lead to determine nature of outage.
6.11.3.5.3 Notify all Management team members of event.
6.11.3.5.4 Consult with backup site manager on activation of backup requirements.
6.11.3.6 Providing strategic direction to all recovery teams and personnel

6.11.3.6.1 Communicate priority of recovery to all recovery teams.
6.11.3.6.2 Coordinate all teams working on recovery activities.

6.11.3.7 Facilities

6.11.3.7.1 Assessing office damage

6.11.3.7.1.1 Perform walkthrough of main Frankfort facility to determine amount damage has occurred.
6.11.3.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 
6.11.3.7.2 Arranging security

6.11.3.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.11.3.7.2.2 Notify the HP Global Emergency Support Line. 

6.11.3.7.3 Arranging for alternate facilities, if needed

6.11.3.7.3.1 Notify alternative backup site of requirement to switch to alternative EPSDT system.
6.11.3.7.3.2 Coordinate switch over with local network manager.
6.11.3.7.3.3 Consult with HP Corporate Real Estate for temporary work site.
6.11.3.7.3.4 Consult with building landlord for temporary work site. 

6.11.3.7.4 Arranging transportation and travel

6.11.3.7.4.1 Arrange transportation for data files, if necessary.
6.11.3.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.11.3.7.5 Coordinating asset removal 

6.11.3.7.5.1 Contact HP Facility Management vendor.
6.11.3.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.11.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary

6.11.3.7.6.1 Contact landlord for building repair requirements.
6.11.3.7.6.2 Contact HP Corporate Real Estate for damage estimation services.
6.11.3.7.6.3 Contact appropriate construction/service vendors for required repairs. 

6.11.3.8 Equipment and supplies

6.11.3.8.1 Obtaining office equipment as necessary

6.11.3.8.1.1 Notify HP Purchasing for the need to purchase any hardware, software or replacement office furniture.
6.11.3.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.11.3.9 Personnel

6.11.3.9.1 Verifying personnel status

6.11.3.9.1.1 Contact area managers to account for all personnel on site at time of disaster event.
6.11.3.9.1.2 Review guest log book to determine if there are visitors in the facility who need to be accounted for.  

6.11.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.11.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.11.3.9.2.2 Calls Security, if applicable. 

6.11.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.11.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.11.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.11.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.11.3.9.3.1 Completes the information on the Injury Report form.  

6.11.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.11.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.11.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.11.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.11.3.9.4 Arranging for temporary personnel

6.11.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 
6.11.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 
6.11.3.10 Documenting recovery operations:

6.11.3.10.1 Begin a recovery operations journal to keep detail notes on recovery operations. 

6.11.3.11 Emergency accounting procedures

6.11.3.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.11.3.12 Directing salvage efforts

6.11.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.11.3.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.11.3.13 Arranging for basic support services

6.11.3.13.1 Contact EPSDT backup site contact if backup site is required until outage is corrected.
6.11.3.13.2 Coordinate with backup site contact, Network manager and EPSDT recovery team for switch over.
6.11.3.13.3 Coordinate with EPSDT recovery team and corporate purchasing if replacement equipment is required. 

6.11.3.14 Coordinating insurance claims 

6.11.3.14.1 Using a digital camera, take pictures of damage equipment or building. 

6.11.3.14.2 Contact landlord for insurance adjustment if property damage. 

6.11.3.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.
6.11.3.15 Analyzing records retention and salvage requirements 

6.11.3.15.1 Consult with EPSDT team lead to determine if outage event affects the retention of data as required in the RFP. 

6.11.3.15.2 Consult with the EPSDT team lead and Network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.11.3.16 Monitoring recovery operations

6.11.3.16.1 Contact EPSDT Recovery team lead every half hour for status reports.
6.11.3.16.2 Contact network recovery manager every half hour status reports.
6.11.3.17 Reporting status to the Management Recovery team

6.11.3.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.11.3.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.11.3.18 Disaster site

6.11.3.18.1 Contact HP Corporate Real Estate for alternative site arrangements.
6.11.3.18.2 Contact local landlord for alternative site arrangements.
6.11.3.18.3 Execute timeline to relocated existing services to temporary recovery site. 

6.11.3.19 Notifying postal and courier services

6.11.3.19.1 Post notice of temporary recovery site for courier services on front doors. 

6.12 Financial 

6.12.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

6.12.1.1 Notifying Administrative Recovery team Members 

6.12.1.1.1 Financial team lead notifies Administrative Recovery team that a level 1 outage/damage has accrued 

6.12.1.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery Team 
6.12.1.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.12.1.3 Notifying appropriate recovery team managers

6.12.1.3.1 Notify Financial team lead. 

6.12.1.3.2 Notify MMIS team manager.
6.12.1.4 Prioritizing actions and activities

6.12.1.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.12.1.4.2 Authorize the Financial team lead to resolve outage event.
6.12.1.5 Performing recovery action planning

6.12.1.5.1 Notify all Administrative team members of event and meeting location.
6.12.1.5.2 Consult with Financial team lead to determine nature of outage.
6.12.1.5.3 Notify all Management team members of event.
6.12.1.6 Facilities

6.12.1.6.1 Determine what level of damage to the MMIS support facilities, if applicable.
6.12.1.7 Assessing office damage

6.12.1.7.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.12.1.7.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.12.1.8 Equipment and supplies

6.12.1.8.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.12.1.8.2 Order any supplies from normal office supply vendor, if warranted.
6.12.1.9 Personnel

6.12.1.9.1 Verifying personnel status

6.12.1.9.1.1 Contact manager(s) of affected areas to determine employees status. 

6.12.1.9.1.2 Contact manager(s) of non-affected areas to determine employees status.
6.12.1.9.1.3 Initiate evacuation plan, if necessary.
6.12.1.9.2 Arranging for temporary personnel

6.12.1.9.2.1 Contact manager(s) of affected areas to determine need for temporary staff.
6.12.1.9.2.2 Contact appropriate temporary agency for staffing neHP. (see Appendix J).
6.12.1.10 Documenting recovery operations

6.12.1.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations.
6.12.1.11 Providing strategic direction to all recovery teams and personnel

6.12.1.11.1 Communicate priority of recovery to all recovery teams.
6.12.1.11.2 Coordinate all teams working on recovery activities.
6.12.1.12 Coordinating insurance claims 

6.12.1.12.1 Take pictures of damaged equipment or building. 

6.12.1.12.2 Contact landlord for insurance adjustment if property damage.
6.12.1.12.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  

6.12.1.13 Monitoring recovery operations

6.12.1.13.1 Contact Financial Recovery team every half hour status reports.
6.12.1.14 Reporting status to the Management Recovery team

6.12.1.14.1 Contact Management Recovery team hourly as to status of recovery activities.
6.12.1.14.2 Update recovery journal with hourly update to the Management Recovery team.
6.12.2 Level 2

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

6.12.2.1 Notifying Administrative Recovery team Members 

6.12.2.1.1 Financial team lead notifies Administrative Recovery team that a level 2 outage/damage has occurred. 

6.12.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery Team 
6.12.2.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.12.2.3 Notifying appropriate recovery team managers

6.12.2.3.1 Notify Financial team lead. 

6.12.2.3.2 Notify MMIS team manager.
6.12.2.3.3 Notify backup site contact, if applicable.
6.12.2.4 Prioritizing actions and activities

6.12.2.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.12.2.4.2 Authorize the Financial team lead to resolve outage event.
6.12.2.5 Performing recovery action planning

6.12.2.5.1 Notify all Administrative team members of event and meeting location.
6.12.2.5.2 Consult with Financial team lead to determine nature of outage.
6.12.2.5.3 Notify all Management team members of event.
6.12.2.6 Providing strategic direction to all recovery teams and personnel

6.12.2.6.1 Communicate priority of recovery to all recovery teams.
6.12.2.6.2 Coordinate all teams working on recovery activities.
6.12.2.7 Facilities

6.12.2.7.1 Assessing office damage

6.12.2.7.1.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.12.2.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.12.2.7.2 Arranging security

6.12.2.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.12.2.7.2.2 Notify the HP Global Emergency Support Line. 

6.12.2.7.3 Arranging for alternate facilities, if needed

6.12.2.7.3.1 Notify alternative backup site of requirement to switch to alternative Financial system.
6.12.2.7.3.2 Coordinate switchover with local network manager.
6.12.2.7.4 Arranging transportation and travel

6.12.2.7.4.1 Arrange transportation for data files, if necessary.
6.12.2.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.12.2.7.5 Coordinating asset removal 

6.12.2.7.5.1 Contact HP Facility Management vendor.
6.12.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.12.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary

6.12.2.7.6.1 Contact landlord for building repair requirements.
6.12.2.7.6.2 Contact electric repair services.
6.12.2.8 Equipment and supplies

6.12.2.8.1 Obtaining office equipment as necessary

6.12.2.8.1.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.12.2.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.12.2.9 Personnel

6.12.2.9.1 Verifying personnel status

6.12.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.12.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.12.2.9.1.1.2 Calls Security, if applicable. 

6.12.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.12.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.12.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.12.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:

6.12.2.9.1.2.1 Completes the information on the Injury Report form.  

6.12.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.12.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.12.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.12.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.12.2.9.2 Arranging for temporary personnel

6.12.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary.

6.12.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 

6.12.2.10 Documenting recovery operations
6.12.2.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.12.2.11 Emergency accounting procedures

6.12.2.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.12.2.12 Directing salvage efforts

6.12.2.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.12.2.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.12.2.13 Arranging for basic support services

6.12.2.13.1 Contact Financial backup site contact if backup site is required until outage is corrected.
6.12.2.13.2 Coordinate with backup site contact, Network manager and Provider Internet recovery team for switchover.
6.12.2.13.3 Coordinate with Financial Recovery team and corporate purchasing if replacement equipment is required.
6.12.2.14 Coordinating insurance claims 

6.12.2.14.1 Take pictures of damaged equipment or building. 

6.12.2.14.2 Contact landlord for insurance adjustment if property damage. 

6.12.2.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.   

6.12.2.15 Analyzing records retention and salvage requirements 

6.12.2.15.1 Consult with Financial team lead to determine if outage event effect the retention of data as required in the RFP. 

6.12.2.15.2 Consult with the Financial team lead and Network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.12.2.16 Monitoring recovery operations

6.12.2.16.1 Contact Financial Recovery team lead every half hour status reports.
6.12.2.17 Reporting status to the Management Recovery team

6.12.2.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.12.2.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.12.3 Level 3

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

6.12.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team 
6.12.3.1.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.12.3.2 Notifying Administrative Recovery team members 

6.12.3.2.1 Financial team lead notifies Administrative Recovery team that a level 3 outage/damage has occurred. 

6.12.3.3 Notifying appropriate recovery team managers

6.12.3.3.1 Notify Financial team lead. 

6.12.3.3.2 Notify MMIS team manager.
6.12.3.3.3 Notify backup site manager of activation of backup agreement.
6.12.3.4  Prioritizing actions and activities

6.12.3.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.12.3.4.2 Authorize the Financial team lead to resolve outage event.
6.12.3.5 Performing recovery action planning

6.12.3.5.1 Notify all Administrative team members of event and meeting location.
6.12.3.5.2 Consult with Financial team lead to determine nature of outage.
6.12.3.5.3 Notify all Management team members of event.
6.12.3.5.4 Consult with backup site manager on activation of backup requirements.
6.12.3.6 Providing strategic direction to all recovery teams and personnel

6.12.3.6.1 Communicate priority of recovery to all recovery teams.
6.12.3.6.2 Coordinate all teams working on recovery activities.
6.12.3.7 Facilities

6.12.3.7.1 Assessing office damage

6.12.3.7.1.1 Perform walkthrough of main Frankfort facility to determine amount damage has occurred.
6.12.3.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 
6.12.3.7.2 Arranging security

6.12.3.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.12.3.7.2.2 Notify the HP Global Emergency Support Line.
6.12.3.7.3 Arranging for alternate facilities, if needed

6.12.3.7.3.1 Notify Alternative backup site of requirement to switch to alternative Financial system.
6.12.3.7.3.2 Coordinate switchover with local network manager.
6.12.3.7.3.3 Consult with HP Corporate Real Estate for temporary work site. 

6.12.3.7.3.4 Consult with building landlord for temporary work site. 

6.12.3.7.4 Arranging transportation and travel

6.12.3.7.4.1 Arrange transportation for data files, if necessary.
6.12.3.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.12.3.7.5 Coordinating asset removal 

6.12.3.7.5.1 Contact HP Facility Management vendor.
6.12.3.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.12.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary

6.12.3.7.6.1 Contact landlord for building repair requirements.
6.12.3.7.6.2 Contact HP Corporate Real Estate for damage estimation services.
6.12.3.7.6.3 Contact appropriate construction/service vendors for required repairs. 

6.12.3.8 Equipment and supplies

6.12.3.8.1 Obtaining office equipment as necessary

6.12.3.8.1.1 Notify HP Purchasing for the need to purchase any hardware, software or replacement office furniture.
6.12.3.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.12.3.9 Personnel

6.12.3.9.1 Verifying personnel status

6.12.3.9.1.1 Contact area managers to account for all personnel on site at time of disaster event. 

6.12.3.9.1.2 Review guest log book to determine if there are visitors in the facility who need to be accounted for. 

6.12.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.12.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.12.3.9.2.2 Calls Security, if applicable. 

6.12.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.12.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.12.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.12.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.12.3.9.3.1 Completes the information on the Injury Report form.  

6.12.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.12.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.12.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.12.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.12.3.9.4 Arranging for temporary personnel

6.12.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 
6.12.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 
6.12.3.10 Documenting recovery operations:

6.12.3.10.1 Begin a recovery operations journal to keep detail notes on recovery operations. 

6.12.3.11 Emergency accounting procedures

6.12.3.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.12.3.12 Directing salvage efforts

6.12.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.12.3.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.12.3.13 Arranging for basic support services

6.12.3.13.1 Contact Financial backup site contact if backup site is required until outage is corrected.
6.12.3.13.2 Coordinate with backup site contact, Network manager and Financial recovery team lead for switch over.
6.12.3.13.3 Coordinate with Financial Recovery team and corporate purchasing if replacement equipment is required.
6.12.3.14 Coordinating insurance claims 

6.12.3.14.1 Using a digital camera, take pictures of damage equipment or building. 

6.12.3.14.2 Contact landlord for insurance adjustment if property damage. 

6.12.3.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.
6.12.3.15 Analyzing records retention and salvage requirements 

6.12.3.15.1 Consult with Financial team lead to determine if outage event affects the retention of data as required in the RFP. 

6.12.3.15.2 Consult with the Financial team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.12.3.16 Monitoring recovery operations

6.12.3.16.1 Contact Financial Recovery team lead every half hour status reports.
6.12.3.16.2 Contact Network Recovery manager every half hour status reports.
6.12.3.17 Reporting status to the Management Recovery team

6.12.3.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.12.3.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.12.3.18 Disaster site

6.12.3.18.1 Contact HP Corporate Real Estate for alternative site arrangements.
6.12.3.18.2 Contact local landlord for alternative site arrangements.
6.12.3.18.3 Execute timeline to relocated existing services to temporary recovery site. 

6.12.3.19 Notifying postal and courier services

6.12.3.19.1 Post notice of temporary recovery site for courier services on front doors. 

6.13 FIQM 

6.13.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

6.13.1.1 Notifying Administrative Recovery team members 

6.13.1.1.1 FIQM team lead notifies Administrative Recovery team that a Level 1 outage/damage has occurred. 
6.13.1.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team 
6.13.1.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.13.1.3 Notifying appropriate recovery team managers

6.13.1.3.1 Notify FIQM team lead.
6.13.1.3.2 Notify MMIS team manager.
6.13.1.4 Prioritizing actions and activities

6.13.1.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.13.1.4.2 Authorize the FIQM team lead to resolve outage event.
6.13.1.5 Performing recovery action planning

6.13.1.5.1 Notify all Administrative team members of event and meeting location.
6.13.1.5.2 Consult with FIQM team lead to determine nature of outage.
6.13.1.5.3 Notify all Management team members of event.
6.13.1.5.4 Facilities

6.13.1.5.5 Determine what level of damage to the MMIS support facilities, if applicable.
6.13.1.6 Assessing office damage

6.13.1.6.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.13.1.6.2 Document any damage to Hardware or office environment in recovery operations journal and with photographic evidence. 
6.13.1.7 Equipment and supplies

6.13.1.7.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.13.1.7.2 Order any supplies from normal office supply vendor, if warranted.
6.13.1.8 Personnel

6.13.1.8.1 Verifying personnel status

6.13.1.8.1.1 Contact manager(s) of effected areas to determine employees status. 

6.13.1.8.1.2 Contact manager(s) of non effected areas to determine employees status.
6.13.1.8.1.3 Initiate evacuation plan, if necessary.
6.13.1.8.2 Arranging for temporary personnel

6.13.1.8.2.1 Contact manager(s) of affected areas to determine need for temporary staff.
6.13.1.8.2.2 Contact appropriate temporary agency for staffing neHP (see Appendix J).
6.13.1.9 Documenting recovery operations

6.13.1.9.1 Begin a recovery operations journal to keep detail notes on recovery operations.
6.13.1.10 Providing strategic direction to all recovery teams and personnel

6.13.1.10.1 Communicate priority of recovery to all recovery teams.
6.13.1.10.2 Coordinate all teams working on recovery activities.
6.13.1.11 Coordinating insurance claims 

6.13.1.11.1 Using a digital camera take pictures of damaged equipment or building. 

6.13.1.11.2 Contact Landlord for Insurance adjustment if property damage.
6.13.1.11.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  

6.13.1.12 Monitoring recovery operations

6.13.1.12.1 Contact FIQM Recovery team lead every half hour status reports.
6.13.1.13 Reporting status to the Management Recovery Team

6.13.1.13.1 Contact Management Recovery team hourly as to status of recovery activities.
6.13.1.13.2 Update recovery journal with hourly update to the Management Recovery team.
6.13.2 Level 2

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

6.13.2.1 Notifying Administrative Recovery team Members 

6.13.2.1.1 FIQM team lead notifies Administrative Recovery team that a Level 2 outage/damage has occurred.
6.13.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery Team 
6.13.2.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.13.2.3 Notifying appropriate recovery team managers

6.13.2.3.1 Notify FIQM team lead.
6.13.2.3.2 Notify MMIS team manager.
6.13.2.3.3 Notify Backup site contact, if applicable.
6.13.2.4  Prioritizing actions and activities

6.13.2.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.13.2.4.2 Authorize the FIQM team lead to resolve outage event.
6.13.2.5 Performing recovery action planning

6.13.2.5.1 Notify all Administrative team members of event and meeting location.
6.13.2.5.2 Consult with FIQM team lead to determine nature of outage.
6.13.2.5.3 Notify all Management team members of event.
6.13.2.6 Providing strategic direction to all recovery teams and personnel

6.13.2.6.1 Communicate priority of recovery to all recovery teams.
6.13.2.6.2 Coordinate all teams working on recovery activities.
6.13.2.7 Facilities

6.13.2.7.1 Assessing office damage

6.13.2.7.1.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.13.2.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.13.2.7.2 Arranging security

6.13.2.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.13.2.7.2.2 Notify the HP Global Emergency Support Line. 

6.13.2.7.3 Arranging for alternate facilities, if needed

6.13.2.7.3.1 Notify alternative backup site of requirement to switch to alternative FIQM system.
6.13.2.7.3.2 Coordinate switchover with local network manager.
6.13.2.7.4 Arranging transportation and travel

6.13.2.7.4.1 Arrange transportation for data files, if necessary.
6.13.2.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.13.2.7.5 Coordinating asset removal 

6.13.2.7.5.1 Contact HP Facility Management vendor.
6.13.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary. 
6.13.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary

6.13.2.7.6.1 Contact landlord for building repair requirements.
6.13.2.7.6.2 Contact electric repair services.
6.13.2.8 Equipment and supplies

6.13.2.8.1 Obtaining office equipment as necessary

6.13.2.8.2 Notify HP Purchasing for the need to purchase any hardware or software.
6.13.2.8.3 Order any supplies from normal office supply vendor, if warranted.
6.13.2.9 Personnel

6.13.2.9.1 Verifying personnel status

6.13.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.13.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.13.2.9.1.1.2 Calls Security, if applicable. 

6.13.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.13.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.13.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.13.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:

6.13.2.9.1.2.1 Completes the information on the Injury Report form.  

6.13.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.13.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.13.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.13.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.13.2.9.2 Arranging for temporary personnel

6.13.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary. 
6.13.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 
6.13.2.10 Documenting recovery operations

6.13.2.10.1 Begin a recovery operations journal to keep detail notes on recovery operations. 
6.13.2.11 Emergency accounting procedures

6.13.2.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support 
6.13.2.12 Directing salvage efforts 

6.13.2.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.13.2.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.13.2.13 Arranging for basic support services 

6.13.2.13.1 Contact FIQM backup site contact if backup site is required until outage is corrected.
6.13.2.13.2 Coordinate with backup site contact, network manager and FIQM recovery team for switchover.
6.13.2.13.3 Coordinate with FIQM Recovery team and corporate purchasing if replacement equipment is required.
6.13.2.14 Coordinating insurance claims 

6.13.2.14.1 Using a digital camera take pictures of damaged equipment or building.  
6.13.2.14.2 Contact landlord for insurance adjustment if property damage. 

6.13.2.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.

6.13.2.14.4    Analyzing records retention and salvage requirements 

6.13.2.14.5 Consult with FIQM team lead to determine if outage event affects the retention of data as required in the RFP. 

6.13.2.14.6 Consult with the FIQM team lead and Network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.13.2.15 Monitoring recovery operations 

6.13.2.15.1 Contact FIQM Recovery team every half hour status reports.
6.13.2.16 Reporting status to the Management Recovery Team

6.13.2.16.1 Contact Management Recovery team hourly as to status of recovery activities.
6.13.2.16.2 Update recovery journal with hourly update to the Management Recovery team.
6.13.3 Level 3

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

6.13.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery Team  
6.13.3.1.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.13.3.2 Notifying Administrative Recovery team members  

6.13.3.2.1 FIQM team lead notifies Administrative Recovery team that a Level 3 outage/damage has occurred. 

6.13.3.3 Notifying appropriate recovery team managers 

6.13.3.3.1 Notify FIQM team lead.
6.13.3.3.2 Notify MMIS team manager.
6.13.3.3.3 Notify backup site manager of activation of backup agreement.
6.13.3.4  Prioritizing actions and activities 

6.13.3.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.13.3.4.2 Authorize the FIQM team lead to resolve outage event.
6.13.3.5 Performing recovery action planning 

6.13.3.5.1 Notify all Administrative team members of event and meeting location.
6.13.3.5.2 Consult with FIQM team lead to determine nature of outage.
6.13.3.5.3 Notify all Management team members of event.
6.13.3.5.4 Consult with backup site manager on activation of backup requirements.
6.13.3.6 Providing strategic direction to all recovery teams and personnel 

6.13.3.6.1 Communicate priority of recovery to all recovery teams.
6.13.3.6.2 Coordinate all teams working on recovery activities.
6.13.3.7 Facilities

6.13.3.7.1 Assessing office damage 

6.13.3.7.1.1 Perform walkthrough of main Frankfort facility to determine amount damage has occurred.
6.13.3.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 
6.13.3.7.2 Arranging security 

6.13.3.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.13.3.7.2.2 Notify the HP Global Emergency Support Line. 

6.13.3.7.3 Arranging for alternate facilities, if needed 

6.13.3.7.3.1 Notify alternative backup site of requirement to switch to alternative FIQM system.
6.13.3.7.3.2 Coordinate switch over with local network manager.
6.13.3.7.3.3 Consult with HP Corporate Real Estate for temporary work site.
6.13.3.7.3.4 Consult with building landlord for temporary work site. 

6.13.3.7.4 Arranging transportation and travel 

6.13.3.7.4.1 Arrange transportation for data files, if necessary.
6.13.3.7.4.2 Arrange transportation for personnel to alternative work site, if necessary.
6.13.3.7.5 Coordinating asset removal  

6.13.3.7.5.1 Contact HP Facility Management vendor.
6.13.3.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.13.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.13.3.7.6.1 Contact landlord for building repair requirements.
6.13.3.7.6.2 Contact HP Corporate Real Estate for damage estimation services.
6.13.3.7.6.3 Contact appropriate construction/ service vendors for required repairs. 

6.13.3.8 Equipment and supplies

6.13.3.8.1 Obtaining office equipment as necessary 

6.13.3.8.1.1 Notify HP Purchasing for the need to purchase any hardware, software or replacement office furniture.
6.13.3.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.13.3.9 Personnel

6.13.3.9.1 Verifying personnel status 

6.13.3.9.1.1 Contact area managers to account for all personnel on site at time of disaster event. 

6.13.3.9.1.2 Review guest log book to determine if there are visitors in the facility who need to be accounted for.  

6.13.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.13.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.13.3.9.2.2 Calls Security, if applicable. 

6.13.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.13.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.13.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.13.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.13.3.9.3.1 Completes the information on the Injury Report form.  

6.13.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.13.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.13.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.13.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.13.3.9.4 Arranging for temporary personnel 

6.13.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 

6.13.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 

6.13.3.10 Documenting recovery operations
6.13.3.10.1 Begin a recovery operations journal to keep detail notes on recovery operations. 

6.13.3.11 Emergency accounting procedures

6.13.3.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.13.3.12 Directing salvage efforts 

6.13.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.13.3.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.13.3.13 Arranging for basic support services 

6.13.3.13.1 Contact FIQM backup site contact if backup site is required until outage is corrected.
6.13.3.13.2 Coordinate with backup site contact, network manager and FIQM Recovery team for switchover.
6.13.3.13.3 Coordinate with FIQM Recovery team and corporate purchasing if replacement equipment is required. 

6.13.3.14 Coordinating insurance claims 

6.13.3.14.1 Take pictures of damaged equipment or building.  

6.13.3.14.2 Contact landlord for insurance adjustment if property damage. 

6.13.3.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.
6.13.3.15 Analyzing records retention and salvage requirements 

6.13.3.15.1 Consult with FIQM team lead to determine if outage event affects the retention of data as required in the RFP. 

6.13.3.15.2 Consult with the FIQM team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.13.3.16 Monitoring recovery operations 

6.13.3.16.1 Contact FIQM Recovery team lead every half hour status reports.
6.13.3.16.2 Contact Network Recovery manager every half hour status reports.
6.13.3.17 Reporting status to the Management Recovery team

6.13.3.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.13.3.17.2 Update recovery journal with hourly update to the Management Recovery Team.
6.13.3.18 Disaster site

6.13.3.18.1 Contact HP Corporate Real Estate for alternative site arrangements

6.13.3.18.2 Contact local landlord for alternative site arrangements

6.13.3.18.3 Execute timeline to relocated existing services to temporary recovery site 

6.13.3.19 Notifying postal and courier services 

6.13.3.19.1 Post notice of temporary recovery site for courier services on front doors 

6.14 Managed Care 

6.14.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

6.14.1.1 Notifying Administrative Recovery team members  

6.14.1.1.1 Managed Care team lead notifies Administrative Recovery team that a Level 1 outage/damage has occurred.
6.14.1.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.14.1.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.14.1.3 Notifying appropriate recovery team managers 

6.14.1.3.1 Notify Managed Care team lead.
6.14.1.3.2 Notify MMIS team manager.
6.14.1.4 Prioritizing actions and activities 

6.14.1.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.14.1.4.2 Authorize the Managed Care team lead to resolve outage event.
6.14.1.5 Performing recovery action planning 

6.14.1.5.1 Notify all Administrative team members of event and meeting location.
6.14.1.5.2 Consult with Manage Care team lead to determine nature of outage.
6.14.1.5.3 Notify all Management team members of event.
6.14.1.6 Facilities

6.14.1.6.1 Determine what level of damage to the MMIS support facilities, if applicable.
6.14.1.7 Assessing office damage 

6.14.1.7.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.14.1.7.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.14.1.8 Equipment and supplies

6.14.1.8.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.14.1.8.2 Order any supplies from normal office supply vendor, if warranted.
6.14.1.9 Personnel

6.14.1.9.1 Verifying personnel status 

6.14.1.9.1.1 Contact manager(s) of affected areas to determine employees status. 

6.14.1.9.1.2 Contact manager(s) of non-affected areas to determine employees status.
6.14.1.9.1.3 Initiate evacuation plan, if necessary.
6.14.1.9.2 Arranging for temporary personnel 

6.14.1.9.2.1 Contact manager(s) of affected areas to determine need for temporary staff.
6.14.1.9.2.2 Contact appropriate temporary agency for staffing neHP (see Appendix J).
6.14.1.10 Documenting recovery operations

6.14.1.10.1 Begin a recovery operations journal to keep detail notes on recovery operations

6.14.1.11 Providing strategic direction to all recovery teams and personnel

6.14.1.11.1 Communicate priority of recovery to all recovery teams.
6.14.1.11.2 Coordinate all teams working on recovery activities.
6.14.1.12 Coordinating insurance claims 

6.14.1.12.1 Using a digital camera, take pictures of damage equipment or building.  

6.14.1.12.2 Contact landlord for insurance adjustment if property damage.
6.14.1.12.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  

6.14.1.13 Monitoring recovery operations 

6.14.1.13.1 Contact Managed Care Recovery team lead every half hour status reports.
6.14.1.14 Reporting status to the Management Recovery team 

6.14.1.14.1 Contact Management Recovery team hourly as to status of recovery activities.
6.14.1.14.2 Update recovery journal with hourly update to the Management Recovery team.
6.14.2 Level 2

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

6.14.2.1 Notifying Administrative Recovery team Members  

6.14.2.1.1 Managed Care team lead notifies Administrative Recovery team that a level 2 outage/damage has occurred. 

6.14.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery Team  
6.14.2.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.14.2.3 Notifying appropriate recovery team managers 

6.14.2.3.1 Notify Managed Care team lead. 

6.14.2.3.2 Notify MMIS team manager.
6.14.2.3.3 Notify backup site contact, if applicable.
6.14.2.4  Prioritizing actions and activities 

6.14.2.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.14.2.4.2 Authorize the Manage Care team lead to resolve outage event.
6.14.2.5 Performing recovery action planning 

6.14.2.5.1 Notify all Administrative team members of event and meeting location.
6.14.2.5.2 Consult with Managed Care team lead to determine nature of outage.
6.14.2.5.3 Notify all Management team members of event.
6.14.2.6 Providing strategic direction to all recovery teams and personnel 

6.14.2.6.1 Communicate priority of recovery to all recovery teams.
6.14.2.6.2 Coordinate all teams working on recovery activities.
6.14.2.7 Facilities

6.14.2.7.1 Assessing office damage 

6.14.2.7.1.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.14.2.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.14.2.7.2 Arranging security 

6.14.2.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.14.2.7.2.2 Notify the HP Global Emergency Support Line. 

6.14.2.7.3 Arranging for alternate facilities, if needed 

6.14.2.7.3.1 Notify alternative backup site of requirement to switch to alternative Managed Care system.
6.14.2.7.3.2 Coordinate switchover with local network manager.
6.14.2.7.4 Arranging transportation and travel 

6.14.2.7.4.1 Arrange transportation for data files, if necessary.
6.14.2.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.14.2.7.5 Coordinating asset removal  

6.14.2.7.5.1 Contact HP Facility Management vendor.
6.14.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.14.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.14.2.7.6.1 Contact landlord for building repair requirements.
6.14.2.7.6.2 Contact electric repair services. 

6.14.2.8 Equipment and supplies

6.14.2.8.1 Obtaining office equipment as necessary 

6.14.2.8.1.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.14.2.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.14.2.9 Personnel

6.14.2.9.1 Verifying personnel status 

6.14.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.14.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.14.2.9.1.1.2 Calls Security, if applicable. 

6.14.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.14.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.14.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.14.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:

6.14.2.9.1.2.1 Completes the information on the Injury Report form.  

6.14.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.14.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.14.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.14.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.14.2.9.2 Arranging for temporary personnel

6.14.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary.

6.14.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 

6.14.2.9.2.3 Arranging for temporary personnel 

6.14.2.9.2.3.1 Contact temporary personnel agency to acquire additional resources as necessary. 
6.14.2.9.2.3.2 Contact local security administrators to assign needed access for temporary personnel. 
6.14.2.10 Documenting recovery operations

6.14.2.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.14.2.11 Emergency accounting procedures

6.14.2.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 
6.14.2.12 Directing salvage efforts 

6.14.2.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.14.2.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.14.2.13 Arranging for basic support services 

6.14.2.13.1 Contact Managed Care backup site contact if backup site is required until outage is corrected.
6.14.2.13.2 Coordinate with backup site contact, Network manager and Managed Care Recovery team for switch over.
6.14.2.13.3 Coordinate with Managed Care Recovery team and corporate purchasing if replacement equipment is required. 
6.14.2.14 Coordinating insurance claims 

6.14.2.14.1 Take pictures of damaged equipment or building.  
6.14.2.14.2 Contact landlord for insurance adjustment if property damage. 

6.14.2.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.   

6.14.2.15 Analyzing records retention and salvage requirements 

6.14.2.15.1 Consult with Managed Care team lead to determine if outage event affects the retention of data as required in the RFP. 
6.14.2.15.2 Consult with the Managed Care team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  
6.14.2.16 Monitoring recovery operations 

6.14.2.16.1 Contact Managed Care Recovery team lead every half hour status reports.
6.14.2.17 Reporting status to the Management Recovery team

6.14.2.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.14.2.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.14.3 Level 3

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

6.14.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.14.3.1.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.14.3.2 Notifying Administrative Recovery team Members  

6.14.3.2.1 Managed Care team lead notifies Administrative Recovery team that a level 3 outage/damage has occurred. 

6.14.3.3 Notifying appropriate recovery team managers 

6.14.3.3.1 Notify Managed Care team lead.
6.14.3.3.2 Notify MMIS team manager.
6.14.3.3.3 Notify backup site manager of activation of backup agreement.
6.14.3.4  Prioritizing actions and activities 

6.14.3.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.14.3.4.2 Authorize the Managed Care team lead to resolve outage event.
6.14.3.5 Performing recovery action planning 

6.14.3.5.1 Notify all Administrative team members of event and meeting location.
6.14.3.5.2 Consult with Managed Care team lead to determine nature of outage.
6.14.3.5.3 Notify all Management team members of event.
6.14.3.5.4 Consult with backup site manager on activation of backup requirements

6.14.3.6 Providing strategic direction to all recovery teams and personnel 

6.14.3.6.1 Communicate priority of recovery to all recovery teams.
6.14.3.6.2 Coordinate all teams working on recovery activities.
6.14.3.7 Facilities

6.14.3.7.1 Assessing office damage 

6.14.3.7.1.1 Perform walkthrough of main Frankfort facility to determine amount damage has occurred.
6.14.3.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.14.3.7.2 Arranging security 

6.14.3.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.14.3.7.2.2 Notify the HP Global Emergency Support Line. 

6.14.3.7.3 Arranging for alternate facilities, if needed 

6.14.3.7.3.1 Notify alternative backup site of requirement to switch to alternative Managed Care system.
6.14.3.7.3.2 Coordinate switchover with local network manager.
6.14.3.7.3.3 Consult with HP Corporate Real Estate for temporary work site. 

6.14.3.7.3.4 Consult with building landlord for temporary work site. 

6.14.3.7.4 Arranging transportation and travel 

6.14.3.7.4.1 Arrange transportation for data files, if necessary.
6.14.3.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.14.3.7.5 Coordinating asset removal  

6.14.3.7.5.1 Contact HP Facility Management vendor.
6.14.3.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.14.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.14.3.7.6.1 Contact landlord for building repair requirements.
6.14.3.7.6.2 Contact HP Corporate Real Estate for damage estimation services.
6.14.3.7.6.3 Contact appropriate construction/ service vendors for required repairs. 

6.14.3.8 Equipment and supplies

6.14.3.8.1 Obtaining office equipment as necessary 

6.14.3.8.1.1 Notify HP Purchasing for the need to purchase any hardware, software or replacement office furniture.
6.14.3.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.14.3.9 Personnel

6.14.3.9.1 Verifying personnel status 

6.14.3.9.1.1 Contact area managers to account for all personnel on site at time of disaster event 
6.14.3.9.1.2 Review guest log book to determine if there are visitors in the facility who need to be accounted for. 

6.14.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.14.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.14.3.9.2.2 Calls Security, if applicable. 

6.14.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.14.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.14.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.14.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.14.3.9.3.1 Completes the information on the Injury Report form.  

6.14.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.14.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.14.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.14.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.14.3.9.4 Arranging for temporary personnel 

6.14.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 
6.14.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 
6.14.3.10 Documenting recovery operations:

6.14.3.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations.
6.14.3.11 Emergency accounting procedures

6.14.3.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.14.3.12 Directing salvage efforts 

6.14.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.14.3.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.14.3.13 Arranging for basic support services 

6.14.3.13.1 Contact Managed Care backup site contact if backup site is required until outage is corrected.
6.14.3.13.2 Coordinate with backup site contact, Network manager and Managed Care Recovery team for switch over.
6.14.3.13.3 Coordinate with Managed Care Recovery team and corporate purchasing if replacement equipment is required.

6.14.3.14 Coordinating insurance claims 

6.14.3.14.1 Take pictures of damaged equipment or building.  

6.14.3.14.2 Contact landlord for insurance adjustment if property damage. 

6.14.3.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.
6.14.3.15 Analyzing records retention and salvage requirements 

6.14.3.15.1 Consult with Managed Care team lead to determine if outage event affects the retention of data as required in the RFP. 

6.14.3.15.2 Consult with the Managed Care team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.14.3.16 Monitoring recovery operations 

6.14.3.16.1 Contact Managed Care Recovery team lead every half hour status reports.
6.14.3.16.2 Contact network recovery manager every half hour status reports.
6.14.3.17 Reporting status to the Management Recovery team

6.14.3.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.14.3.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.14.3.18 Disaster site

6.14.3.18.1 Contact HP Corporate Real Estate for alternative site arrangements.
6.14.3.18.2 Contact local landlord for alternative site arrangements.
6.14.3.18.3 Execute timeline to relocated existing services to temporary recovery site. 

6.14.3.19 Notifying postal and courier services 

6.14.3.19.1 Post notice of temporary recovery site for courier services on front doors. 

6.15 MAR 

6.15.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

6.15.1.1 Notifying Administrative Recovery team Members  

6.15.1.1.1 MAR team lead notifies Administrative Recovery team that a Level 1 outage/damage has occurred.
6.15.1.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery Team  
6.15.1.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.15.1.3 Notifying appropriate recovery team managers 

6.15.1.3.1 Notify MAR team lead. 

6.15.1.3.2 Notify MMIS team manager.
6.15.1.4 Prioritizing actions and activities 

6.15.1.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.15.1.4.2 Authorize the MAR team manager to resolve outage event.
6.15.1.5 Performing recovery action planning 

6.15.1.5.1 Notify all Administrative team members of event and meeting location.
6.15.1.5.2 Consult with MAR team manger to determine nature of outage.
6.15.1.5.3 Notify all Management team members of event.
6.15.1.6 Facilities

6.15.1.6.1 Determine what level of damage to the MMIS support facilities, if applicable.
6.15.1.7 Assessing office damage 

6.15.1.7.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.15.1.7.2 Document any damage to Hardware or office environment in recovery operations journal and with photographic evidence. 

6.15.1.8 Equipment and supplies

6.15.1.8.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.15.1.8.2 Order any supplies from normal office supply vendor, if warranted.
6.15.1.9 Personnel

6.15.1.9.1 Verifying personnel status 

6.15.1.9.1.1 Contact manager(s) of affected areas to determine employees status. 

6.15.1.9.1.2 Contact manager(s) of non-affected areas to determine employees status.
6.15.1.9.1.3 Initiate evacuation plan, if necessary.
6.15.1.9.2 Arranging for temporary personnel 

6.15.1.9.2.1 Contact manager(s) of affected areas to determine need for temporary staff.
6.15.1.9.2.2 Contact appropriate temporary agency for staffing neHP (see Appendix J).
6.15.1.10 Documenting recovery operations

6.15.1.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations.
6.15.1.11 Providing strategic direction to all recovery teams and personnel

6.15.1.11.1 Communicate priority of recovery to all recovery teams.
6.15.1.11.2 Coordinate all teams working on recovery activities.
6.15.1.12 Coordinating insurance claims 

6.15.1.12.1 Take pictures of damaged equipment or building.  

6.15.1.12.2 Contact landlord for insurance adjustment if property damage.
6.15.1.12.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  

6.15.1.13 Monitoring recovery operations 

6.15.1.13.1 Contact MAR Recovery team lead every half hour status reports.
6.15.1.14 Reporting status to the Management Recovery team 

6.15.1.14.1 Contact Management Recovery team hourly as to status of recovery activities.
6.15.1.14.2 Update recovery journal with hourly update to the Management Recovery team.
6.15.2 Level 2

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

6.15.2.1 Notifying Administrative Recovery team members  

6.15.2.1.1 MAR team lead notifies Administrative Recovery team that a Level 2 outage/damage has occurred.
6.15.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.15.2.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.15.2.3 Notifying appropriate recovery team managers 

6.15.2.3.1 Notify MAR team lead. 

6.15.2.3.2 Notify MMIS team manager.
6.15.2.3.3 Notify backup site contact, if applicable.
6.15.2.4  Prioritizing actions and activities 

6.15.2.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.15.2.4.2 Authorize the MAR team lead to resolve outage event.
6.15.2.5 Performing recovery action planning 

6.15.2.5.1 Notify all Administrative team members of event and meeting location.
6.15.2.5.2 Consult with MAR team lead to determine nature of outage.
6.15.2.5.3 Notify all Management team members of event.
6.15.2.6 Providing strategic direction to all recovery teams and personnel 

6.15.2.6.1 Communicate priority of recovery to all recovery teams.
6.15.2.6.2 Coordinate all teams working on recovery activities.
6.15.2.7 Facilities

6.15.2.7.1 Assessing office damage 

6.15.2.7.1.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.15.2.7.1.2 Document any damage to hardware or office environment in recovery operations journal and the photographic evidence. 

6.15.2.7.2 Arranging security 

6.15.2.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.15.2.7.2.2 Notify the HP Global Emergency Support Line. 

6.15.2.7.3 Arranging for alternate facilities, if needed 

6.15.2.7.3.1 Notify alternative backup site of requirement to switch to alternative MAR system.
6.15.2.7.3.2 Coordinate switch over with local network manager.
6.15.2.7.4 Arranging transportation and travel 

6.15.2.7.4.1 Arrange transportation for data files, if necessary.
6.15.2.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.15.2.7.5 Coordinating asset removal  

6.15.2.7.5.1 Contact HP Facility Management vendor.
6.15.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.15.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.15.2.7.6.1 Contact landlord for building repair requirements.
6.15.2.7.6.2 Contact electric repair services. 

6.15.2.8 Equipment and supplies

6.15.2.8.1 Obtaining office equipment as necessary 

6.15.2.8.1.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.15.2.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.15.2.9 Personnel

6.15.2.9.1 Verifying personnel status 

6.15.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.15.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.15.2.9.1.1.2 Calls Security, if applicable. 

6.15.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.15.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.15.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.15.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:

6.15.2.9.1.2.1 Completes the information on the Injury Report form.  

6.15.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.15.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.15.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.15.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.15.2.9.2 Arranging for temporary personnel

6.15.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary.

6.15.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 

6.15.2.10 Documenting recovery operations:

6.15.2.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.15.2.11 Emergency accounting procedures

6.15.2.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.15.2.12 Directing salvage efforts 

6.15.2.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.15.2.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.15.2.13 Arranging for basic support services 

6.15.2.13.1 Contact MAR backup site contact if backup site is required until outage is corrected.
6.15.2.13.2 Coordinate with backup site contact, Network manager and MAR Recovery team for switchover.
6.15.2.13.3 Coordinate with MAR Recovery team and corporate purchasing if replacement equipment is required. 

6.15.2.14 Coordinating insurance claims 

6.15.2.14.1 Using a digital camera, take pictures of damage equipment or building.  

6.15.2.14.2 Contact landlord for insurance adjustment if property damage. 

6.15.2.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.   

6.15.2.15 Analyzing records retention and salvage requirements 

6.15.2.15.1 Consult with MAR team lead to determine if outage event affects the retention of data as required in the RFP. 

6.15.2.15.2 Consult with the MAR team lead and Network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  
6.15.2.16 Monitoring recovery operations 

6.15.2.16.1 Contact MAR recovery team lead every half hour status reports.
6.15.2.17 Reporting status to the Management Recovery team

6.15.2.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.15.2.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.15.3 Level 3

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

6.15.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.15.3.1.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.15.3.2 Notifying Administrative Recovery team members  

6.15.3.2.1 MAR team lead notifies Administrative Recovery team that a Level 3 outage/damage has occurred. 

6.15.3.3 Notifying appropriate recovery team managers 

6.15.3.3.1 Notify MAR team lead. 

6.15.3.3.2 Notify MMIS team manager.
6.15.3.3.3 Notify backup site manager of activation of backup agreement.
6.15.3.4  Prioritizing actions and activities 

6.15.3.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.15.3.4.2 Authorize the MAR team lead to resolve outage event.
6.15.3.5 Performing recovery action planning 

6.15.3.5.1 Notify all Administrative team members of event and meeting location.
6.15.3.5.2 Consult with MAR team lead to determine nature of outage.
6.15.3.5.3 Notify all Management team members of event.
6.15.3.5.4 Consult with backup site manager on activation of backup requirements.
6.15.3.6 Providing strategic direction to all recovery teams and personnel 

6.15.3.6.1 Communicate priority of recovery to all recovery teams.
6.15.3.6.2 Coordinate all teams working on recovery activities.
6.15.3.7 Facilities

6.15.3.7.1 Assessing office damage 

6.15.3.7.1.1 Perform walkthrough of main Frankfort facility to determine amount damage has occurred.
6.15.3.7.1.2 Document any damage to Hardware or office environment in recovery operations journal and with photographic evidence. 
6.15.3.7.2 Arranging security 

6.15.3.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.15.3.7.2.2 Notify the HP Global Emergency Support Line. 

6.15.3.7.3 Arranging for alternate facilities, if needed 

6.15.3.7.3.1 Notify alternative backup site of requirement to switch to alternative MAR system.
6.15.3.7.3.2 Coordinate switchover with local network manager.
6.15.3.7.3.3 Consult with HP Corporate Real Estate for temporary work site. 

6.15.3.7.3.4 Consult with building landlord for temporary work site.
6.15.3.7.4 Arranging transportation and travel 

6.15.3.7.4.1 Arrange transportation for data files, if necessary.
6.15.3.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.15.3.7.5 Coordinating asset removal  

6.15.3.7.5.1 Contact HP Facility Management vendor.
6.15.3.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.15.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.15.3.7.6.1 Contact landlord for building repair requirements.
6.15.3.7.6.2 Contact HP Corporate Real Estate for damage estimation services. 

6.15.3.7.6.3 Contact appropriate construction/ service vendors for required repairs. 

6.15.3.8 Equipment and supplies

6.15.3.8.1 Obtaining office equipment as necessary 

6.15.3.8.1.1 Notify HP Purchasing for the need to purchase any hardware, software or replacement office furniture.
6.15.3.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.15.3.9 Personnel

6.15.3.9.1 Verifying personnel status 

6.15.3.9.1.1 Contact area managers to account for all personnel on site at time of disaster event. 
6.15.3.9.1.2 Review guest log book to determine if visitors are in the facility who need to be accounted for.  

6.15.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.15.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.15.3.9.2.2 Calls Security, if applicable. 

6.15.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.15.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.15.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.15.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.15.3.9.3.1 Completes the information on the Injury Report form.  

6.15.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.15.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.15.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.15.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.15.3.9.4 Arranging for temporary personnel 

6.15.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 
6.15.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 
6.15.3.10 Documenting recovery operations:

6.15.3.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.15.3.11 Emergency accounting procedures

6.15.3.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.15.3.12 Directing salvage efforts 

6.15.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.15.3.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.15.3.13 Arranging for basic support services 

6.15.3.13.1 Contact MAR backup site contact if backup site is required until outage is corrected.
6.15.3.13.2 Coordinate with backup site contact, network manager and MAR Recovery team for switchover.
6.15.3.13.3 Coordinate with MAR Recovery team and corporate purchasing if replacement equipment is required. 

6.15.3.14 Coordinating insurance claims 

6.15.3.14.1 Using a digital camera take pictures of damage equipment or building.  

6.15.3.14.2 Contact Landlord for insurance adjustment if property damage.
6.15.3.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.
6.15.3.15 Analyzing records retention and salvage requirements 

6.15.3.15.1 Consult with MAR team lead to determine if outage event affects the retention of data as required in the RFP. 

6.15.3.15.2 Consult with the MAR team lead and Network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment. 

6.15.3.16 Monitoring recovery operations 

6.15.3.16.1 Contact MAR Recovery team lead every half hour status reports.
6.15.3.16.2 Contact Network Recovery manager every half hour status reports.
6.15.3.17 Reporting status to the Management Recovery team

6.15.3.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.15.3.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.15.3.18 Disaster site

6.15.3.18.1 Contact HP Corporate Real Estate for alternative site arrangements.
6.15.3.18.2 Contact local landlord for alternative site arrangements.
6.15.3.18.3 Execute timeline to relocated existing services to temporary recovery site. 

6.15.3.19 Notifying postal and courier services 

6.15.3.19.1 Post notice of temporary recovery site for courier services on front doors 
6.16 Member Data Management 

6.16.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

6.16.1.1 Notifying Administrative Recovery team members  

6.16.1.1.1 Member Data Management team lead notifies Administrative Recovery team that a Level 1 outage/damage has occurred. 

6.16.1.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.16.1.2.1 Determine response by using the Disaster Recovery Plan activation process from section 1 11 of this plan.
6.16.1.3 Notifying appropriate recovery team managers 

6.16.1.3.1 Notify Member Data Management team lead. 

6.16.1.3.2 Notify MMIS team manager.
6.16.1.4 Prioritizing actions and activities 

6.16.1.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.16.1.4.2 Authorize the Member Data Management team manager to resolve outage event.
6.16.1.5 Performing recovery action planning 

6.16.1.5.1 Notify all Administrative team members of event and meeting location.
6.16.1.5.2 Consult with Member Data Management team lead to determine nature of outage.
6.16.1.5.3 Notify all Management team members of event.
6.16.1.6 Facilities

6.16.1.6.1 Determine what level of damage to the MMIS support facilities, if applicable.
6.16.1.7 Assessing office damage 

6.16.1.7.1 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.16.1.8 Equipment and supplies

6.16.1.8.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.16.1.8.2 Order any supplies from normal office supply vendor, if warranted.
6.16.1.9 Personnel

6.16.1.9.1 Verifying personnel status 

6.16.1.9.1.1 Contact manager(s) of effected areas to determine employees status. 

6.16.1.9.1.2 Contact manager(s) of non effected areas to determine employees status.

6.16.1.9.1.3 Initiate evacuation plan, if necessary.
6.16.1.9.2 Arranging for temporary personnel 

6.16.1.9.2.1 Contact manager(s) of affected areas to determine need for temporary staff.
6.16.1.9.2.2 Contact appropriate temporary agency for staffing neHP (see Appendix J).
6.16.1.10 6.10.1.10 Documenting recovery operations

6.16.1.10.1 Begin a recovery operations journal to keep detail notes on recovery operations.
6.16.1.11 Providing strategic direction to all recovery teams and personnel

6.16.1.11.1 Communicate priority of recovery to all recovery teams.
6.16.1.11.2 Coordinate all teams working on recovery activities.
6.16.1.12 Coordinating insurance claims 

6.16.1.12.1 Using a digital camera take pictures of damage equipment or building. 
6.16.1.12.2 Contact landlord for insurance adjustment if property damage.
6.16.1.12.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  

6.16.1.13 Monitoring recovery operations 

6.16.1.13.1 Contact Member Data Management Recovery team lead every half hour status reports.
6.16.1.14 Reporting status to the Management Recovery Team 

6.16.1.14.1 Contact Management Recovery team hourly as to status of recovery activities.
6.16.1.14.2 Update recovery journal with hourly update to the Management Recovery team.
6.16.2 Level 2

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

6.16.2.1 Notifying Administrative Recovery team Members  

6.16.2.1.1 Member Data Management team lead notifies Administrative Recovery team that a Level 2 outage/damage has occurred. 

6.16.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery Team  
6.16.2.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.16.2.3 Notifying appropriate recovery team managers 

6.16.2.3.1 Notify Member Data Management team lead.
6.16.2.3.2 Notify MMIS team manager.
6.16.2.3.3 Notify backup site contact, if applicable.
6.16.2.4  Prioritizing actions and activities 

6.16.2.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.16.2.4.2 Authorize the Member Data Management team lead to resolve outage event

6.16.2.5 Performing recovery action planning 

6.16.2.5.1 Notify all Administrative team members of event and meeting location.
6.16.2.5.2 Consult with Member Data Management team lead to determine nature of outage.
6.16.2.5.3 Notify all Management team members of event.
6.16.2.6 Providing strategic direction to all recovery teams and personnel 

6.16.2.6.1 Communicate priority of recovery to all recovery teams.
6.16.2.6.2 Coordinate all teams working on recovery activities.
6.16.2.7 Facilities

6.16.2.7.1 Assessing office damage 

6.16.2.7.1.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.16.2.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.16.2.7.2 Arranging security 

6.16.2.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.16.2.7.2.2 Notify the HP Global Emergency Support Line.
6.16.2.7.3 Arranging for alternate facilities, if needed 

6.16.2.7.3.1 Notify alternative backup site of requirement to switch to alternative Member Data Management system.
6.16.2.7.3.2 Coordinate switchover with local network manager.
6.16.2.7.4 Arranging transportation and travel 

6.16.2.7.4.1 Arrange transportation for data files, if necessary.
6.16.2.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.16.2.7.5 Coordinating asset removal  

6.16.2.7.5.1 Contact HP Facility Management vendor.
6.16.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.16.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary. 

6.16.2.7.6.1 Contact landlord for building repair requirements.
6.16.2.7.6.2 Contact electric repair services.
6.16.2.8 Equipment and supplies

6.16.2.8.1 Obtaining office equipment as necessary 

6.16.2.8.1.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.16.2.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.16.2.9 Personnel

6.16.2.9.1 Verifying personnel status 

6.16.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.16.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.16.2.9.1.1.2 Calls Security, if applicable. 

6.16.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.16.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.16.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.16.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:

6.16.2.9.1.2.1 Completes the information on the Injury Report form.  

6.16.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.16.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.16.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.16.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.16.2.9.2 Arranging for temporary personnel

6.16.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary.

6.16.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 

6.16.2.10 Documenting recovery operations:

6.16.2.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations.
6.16.2.11 Emergency accounting procedures

6.16.2.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.16.2.12 Directing salvage efforts 

6.16.2.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.16.2.12.2 Arrange for transportation to temporary storage facility if materials is to be stored off-site.
6.16.2.13 Arranging for basic support services 

6.16.2.13.1 Contact Member Data Management backup site contact if backup site is required until outage is corrected.
6.16.2.13.2 Coordinate with backup site contact, network manager and Member Data Management Recovery team for switchover.
6.16.2.13.3 Coordinate with Member Data Management Recovery team and corporate purchasing if replacement equipment is required. 

6.16.2.14 Coordinating insurance claims 

6.16.2.14.1 Take pictures of damaged equipment or building  

6.16.2.14.2 Contact Landlord for Insurance adjustment if property damage. 

6.16.2.14.3 Contact Corporate for Insurance adjustment for HP owned Equipment damage   

6.16.2.15 Analyzing records retention and salvage requirements 

6.16.2.15.1 Consult with Member Data Management team lead to determine if outage event affects the retention of data as required in the RFP. 

6.16.2.15.2 Consult with the Member Data Management team lead and Network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment. 
6.16.2.16 Monitoring recovery operations 

6.16.2.16.1 Contact Member Data Management Recovery team lead every half hour status reports.
6.16.2.17 Reporting status to the Management Recovery Team

6.16.2.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.16.2.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.16.3 Level 3

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

6.16.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.16.3.1.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.16.3.2 Notifying Administrative Recovery team members  

6.16.3.2.1 Member Data Management team lead notifies Administrative Recovery team that a Level 3 outage/damage has occurred. 

6.16.3.3 Notifying appropriate recovery team managers 

6.16.3.3.1 Notify Member Data Management team lead.
6.16.3.3.2 Notify MMIS team manager.
6.16.3.3.3 Notify backup site manager of activation of backup agreement.
6.16.3.4  Prioritizing actions and activities 

6.16.3.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.16.3.4.2 Authorize the Member Data Management team lead to resolve outage event.
6.16.3.5 Performing recovery action planning 

6.16.3.5.1 Notify all Administrative team members of event and meeting location.
6.16.3.5.2 Consult with Member Data Management team lead to determine nature of outage.
6.16.3.5.3 Notify all Management team members of event.
6.16.3.5.4 Consult with backup site manager on activation of backup requirements.
6.16.3.6 Providing strategic direction to all recovery teams and personnel 

6.16.3.6.1 Communicate priority of recovery to all recovery teams.
6.16.3.6.2 Coordinate all teams working on recovery activities.
6.16.3.7 Facilities

6.16.3.7.1 Assessing office damage 

6.16.3.7.1.1 Perform walkthrough of main Frankfort facility to determine amount damage has occurred.
6.16.3.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 
6.16.3.7.2 Arranging security 

6.16.3.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.16.3.7.2.2 Notify the HP Global Emergency Support Line. 

6.16.3.7.3 Arranging for alternate facilities, if needed 

6.16.3.7.3.1 Notify alternative backup site of requirement to switch to alternative Member Data Management system.
6.16.3.7.3.2 Coordinate switchover with local network manager.
6.16.3.7.3.3 Consult with HP Corporate Real Estate for temporary work site. 

6.16.3.7.3.4 Consult with building landlord for temporary work site. 

6.16.3.7.4 Arranging transportation and travel 

6.16.3.7.4.1 Arrange transportation for data files, if necessary.
6.16.3.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.16.3.7.5 Coordinating asset removal  

6.16.3.7.5.1 Contact HP Facility Management vendor.
6.16.3.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.16.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.16.3.7.6.1 Contact landlord for building repair requirements.
6.16.3.7.6.2 Contact HP Corporate Real Estate for damage estimation services. 

6.16.3.7.6.3 Contact appropriate construction/ service vendors for required repairs. 

6.16.3.8 Equipment and supplies

6.16.3.8.1 Obtaining office equipment as necessary 

6.16.3.8.1.1 Notify HP Purchasing for the need to purchase any hardware, software or replacement office furniture.
6.16.3.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.16.3.9 Personnel

6.16.3.9.1 Verifying personnel status 

6.16.3.9.1.1 Contact area managers to account for all personnel on site at time of disaster event. 

6.16.3.9.1.2 Review guest log book to determine if visitors are in the facility who need to be accounted for.  

6.16.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.16.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.16.3.9.2.2 Calls Security, if applicable. 

6.16.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.16.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.16.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.16.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.16.3.9.3.1 Completes the information on the Injury Report form.  

6.16.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.16.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.16.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.16.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.16.3.9.4 Arranging for temporary personnel 

6.16.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 

6.16.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 

6.16.3.10 Documenting recovery operations:

6.16.3.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.16.3.11 Emergency accounting procedures

6.16.3.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.16.3.12 Directing salvage efforts 

6.16.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.16.3.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.16.3.13 Arranging for basic support services 

6.16.3.13.1 Contact Member Data Management backup site contact if backup site is required until outage is corrected.
6.16.3.13.2 Coordinate with backup site contact, network manager and Member Data Management Recovery team for switchover.
6.16.3.13.3 Coordinate with Member Data Management Recovery team and corporate purchasing if replacement equipment is required.
6.16.3.14 Coordinating insurance claims 

6.16.3.14.1 Take pictures of damaged equipment or building.  

6.16.3.14.2 Contact landlord for insurance adjustment if property damage.
6.16.3.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.
6.16.3.15 Analyzing records retention and salvage requirements 

6.16.3.15.1 Consult with Member Data Management team lead to determine if outage event affects the retention of data as required in the RFP. 

6.16.3.15.2 Consult with the Member Data Management team lead and Network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.16.3.16 Monitoring recovery operations 

6.16.3.16.1 Contact Member Data Management Recovery team lead every half hour status reports.
6.16.3.16.2 Contact network recovery manager every half hour status reports.
6.16.3.17 Reporting status to the Management Recovery Team

6.16.3.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.16.3.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.16.3.18 Disaster site

6.16.3.18.1 Contact HP Corporate Real Estate for alternative site arrangements.
6.16.3.18.2 Contact local landlord for alternative site arrangements.
6.16.3.18.3 Execute timeline to relocated existing services to temporary recovery site. 

6.16.3.19 Notifying postal and courier services 

6.16.3.19.1 Post notice of temporary recovery site for courier services on front doors. 

6.17 MMIS User Interface (Web)
6.17.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

6.17.1.1 Notifying Administrative Recovery team members  

6.17.1.1.1 MMIS User Interface team lead notifies Administrative Recovery team that a Level 1 outage/damage has occurred. 

6.17.1.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.17.1.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.17.1.3 Notifying appropriate recovery team managers 

6.17.1.3.1 Notify MMIS User Interface team lead. 

6.17.1.3.2 Notify MMIS team manager.
6.17.1.4 Prioritizing actions and activities 

6.17.1.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.17.1.4.2 Authorize the MMIS User Interface team manager to resolve outage event.
6.17.1.5 Performing recovery action planning 

6.17.1.5.1 Notify all Administrative team members of event and meeting location.
6.17.1.5.2 Consult with MMIS User Interface team manger to determine nature of outage.
6.17.1.5.3 Notify all Management team members of event.
6.17.1.6 Facilities

6.17.1.6.1 Determine what level of damage to the MMIS support facilities, if applicable.
6.17.1.7 Assessing office damage 

6.17.1.7.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.17.1.7.2 Document any damage to Hardware or office environment in recovery operations journal and with photographic evidence.
6.17.1.8 Equipment and supplies

6.17.1.8.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.17.1.8.2 Order any supplies from normal office supply vendor, if warranted.
6.17.1.9 Personnel

6.17.1.9.1 Verifying personnel status 

6.17.1.9.1.1 Contact manager(s) of affected areas to determine employees status. 

6.17.1.9.1.2 Contact manager(s) of non-affected areas to determine employees status.
6.17.1.9.1.3 Initiate evacuation plan, if necessary.
6.17.1.9.2 Arranging for temporary personnel 

6.17.1.9.2.1 Contact manager(s) of affected areas to determine need for temporary staff.
6.17.1.9.2.2 Contact appropriate temporary agency for staffing neHP (see Appendix J)

6.17.1.10 Documenting recovery operations

6.17.1.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations.
6.17.1.11 Providing strategic direction to all recovery teams and personnel

6.17.1.11.1 Communicate priority of recovery to all recovery teams.
6.17.1.11.2 Coordinate all teams working on recovery activities.
6.17.1.12 Coordinating insurance claims 

6.17.1.12.1 Take pictures of damaged equipment or building.  

6.17.1.12.2 Contact landlord for insurance adjustment if property damage.
6.17.1.12.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  

6.17.1.13 Monitoring recovery operations 

6.17.1.13.1 Contact MMIS User Interface Recovery team every half hour status reports.
6.17.1.14 Reporting status to the Management Recovery Team 

6.17.1.14.1 Contact Management Recovery team hourly as to status of recovery activities.
6.17.1.14.2 Update recovery journal with hourly update to the Management Recovery team.
6.17.2 Level 2

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

6.17.2.1 Notifying Administrative Recovery team members  

6.17.2.1.1 MMIS User Interface team lead notifies Administrative Recovery team that a Level 2 outage/damage has occurred. 

6.17.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.17.2.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.17.2.3 Notifying appropriate recovery team managers 

6.17.2.3.1 Notify MMIS User Interface team lead.
6.17.2.3.2 Notify MMIS team manager.
6.17.2.3.3 Notify backup site contact, if applicable.
6.17.2.4  Prioritizing actions and activities 

6.17.2.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.17.2.4.2 Authorize the MMIS User Interface team lead to resolve outage event.
6.17.2.5 Performing recovery action planning 

6.17.2.5.1 Notify all Administrative team members of event and meeting location.
6.17.2.5.2 Consult with MMIS User Interface team lead to determine nature of outage
6.17.2.5.3 Notify all Management team members of event.
6.17.2.6 Providing strategic direction to all recovery teams and personnel 

6.17.2.6.1 Communicate priority of recovery to all recovery teams.
6.17.2.6.2 Coordinate all teams working on recovery activities.
6.17.2.7 Facilities

6.17.2.7.1 Assessing office damage 

6.17.2.7.1.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.17.2.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.17.2.7.2 Arranging security 

6.17.2.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.17.2.7.2.2 Notify the HP Global Emergency Support Line. 

6.17.2.7.3 Arranging for alternate facilities, if needed 

6.17.2.7.3.1 Notify alternative backup site of requirement to switch to alternative MMIS User Interface system.
6.17.2.7.3.2 Coordinate switch over with local network manager.
6.17.2.7.4 Arranging transportation and travel 

6.17.2.7.4.1 Arrange transportation for data files, if necessary.
6.17.2.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.17.2.7.5 Coordinating asset removal  

6.17.2.7.5.1 Contact HP Facility Management vendor.
6.17.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.17.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.17.2.7.6.1 Contact landlord for building repair requirements.
6.17.2.7.6.2 Contact electric repair services. 

6.17.2.8 Equipment and supplies

6.17.2.8.1 Obtaining office equipment as necessary 

6.17.2.8.1.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.17.2.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.17.2.9 Personnel

6.17.2.9.1 Verifying personnel status 

6.17.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.17.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.17.2.9.1.1.2 Calls Security, if applicable. 

6.17.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.17.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.17.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.17.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:

6.17.2.9.1.2.1 Completes the information on the Injury Report form.  

6.17.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.17.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.17.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.17.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.17.2.9.2 Arranging for temporary personnel

6.17.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary.

6.17.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 

6.17.2.10 Documenting recovery operations:

6.17.2.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.17.2.11 Emergency accounting procedures

6.17.2.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.17.2.12 Directing salvage efforts 

6.17.2.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.17.2.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.17.2.13 Arranging for basic support services 

6.17.2.13.1 Contact MMIS User Interface backup site contact if backup site is required until outage is corrected.
6.17.2.13.2 Coordinate with backup site contact, Network manager and MMIS User Interface Recovery team for switchover.
6.17.2.13.3 Coordinate with MMIS User Interface Recovery team and Corporate Purchasing if replacement equipment is required.
6.17.2.14 Coordinating insurance claims 

6.17.2.14.1 Take pictures of damaged equipment or building.  

6.17.2.14.2 Contact landlord for insurance adjustment if property damage. 

6.17.2.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.   

6.17.2.15 Analyzing records retention and salvage requirements 

6.17.2.15.1 Consult with MMIS User Interface team lead to determine if outage event affects the retention of data as required in the RFP. 

6.17.2.15.2 Consult with the MMIS User Interface team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.17.2.16 Monitoring recovery operations 

6.17.2.16.1 Contact MMIS User Interface Recovery team every half hour status reports.
6.17.2.17 Reporting status to the Management Recovery team

6.17.2.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.17.2.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.17.3 Level 3

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

6.17.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.17.3.1.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.17.3.2 Notifying Administrative Recovery team members  

6.17.3.2.1 MMIS User Interface team lead notifies Administrative Recovery team that a Level 3 outage/damage has occurred. 

6.17.3.3 Notifying appropriate recovery team managers 

6.17.3.3.1 Notify MMIS User Interface team lead. 

6.17.3.3.2 Notify MMIS team manager.
6.17.3.3.3 Notify backup site manager of activation of backup agreement.
6.17.3.4  Prioritizing actions and activities 

6.17.3.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.17.3.4.2 Authorize the MMIS User Interface team manager to resolve outage event.
6.17.3.5 Performing recovery action planning 

6.17.3.5.1 Notify all Administrative team members of event and meeting location.
6.17.3.5.2 Consult with MMIS User Interface team lead to determine nature of outage.
6.17.3.5.3 Notify all Management team members of event.
6.17.3.5.4 Consult with backup site manager on activation of backup requirements.
6.17.3.6 Providing strategic direction to all recovery teams and personnel 

6.17.3.6.1 Communicate priority of recovery to all recovery teams.
6.17.3.6.2 Coordinate all teams working on recovery activities.
6.17.3.7 Facilities

6.17.3.7.1 Assessing office damage 

6.17.3.7.1.1 Perform walkthrough of main Frankfort facility to determine amount damage has occurred.
6.17.3.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence.
6.17.3.7.2 Arranging security 

6.17.3.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.17.3.7.2.2 Notify the HP Global Emergency Support Line. 

6.17.3.7.3 Arranging for alternate facilities, if needed 

6.17.3.7.3.1 Notify alternative site of requirement to switch to alternative MMIS User Interface system.
6.17.3.7.3.2 Coordinate switchover with local network manager.
6.17.3.7.3.3 Consult with HP Corporate Real Estate for temporary work site. 

6.17.3.7.3.4 Consult with building landlord for temporary work site.
6.17.3.7.4 Arranging transportation and travel 

6.17.3.7.4.1 Arrange transportation for data files, if necessary.
6.17.3.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.17.3.7.5 Coordinating asset removal  

6.17.3.7.5.1 Contact HP Facility Management vendor.
6.17.3.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.17.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.17.3.7.6.1 Contact landlord for building repair requirements.
6.17.3.7.6.2 Contact HP Corporate Real Estate for damage estimation services. 

6.17.3.7.6.3 Contact appropriate construction/ service vendors for required repairs. 

6.17.3.8 Equipment and supplies

6.17.3.8.1 Obtaining office equipment as necessary 

6.17.3.8.1.1 Notify HP Purchasing for the need to purchase any hardware, software or replacement office furniture.
6.17.3.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.17.3.9 Personnel

6.17.3.9.1 Verifying personnel status 

6.17.3.9.1.1 Contact area managers to account for all personnel on site at time of disaster event. 

6.17.3.9.1.2 Review guest log book to determine if visitors are in the facility who need to be accounted for.  

6.17.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.17.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.17.3.9.2.2 Calls Security, if applicable. 

6.17.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.17.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.17.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.17.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.17.3.9.3.1 Completes the information on the Injury Report form.  

6.17.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.17.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.17.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.17.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.17.3.9.4 Arranging for temporary personnel 

6.17.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 

6.17.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 

6.17.3.10 Documenting recovery operations:

6.17.3.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 
6.17.3.11 Emergency accounting procedures

6.17.3.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support.
6.17.3.12 Directing salvage efforts 

6.17.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.17.3.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.17.3.13 Arranging for basic support services 

6.17.3.13.1 Contact MMIS User Interface backup site contact if backup site is required until outage is corrected.
6.17.3.13.2 Coordinate with backup site contact, network manager and MMIS User Interface Recovery team for switch over.
6.17.3.13.3 Coordinate with MMIS User Interface Recovery team and corporate purchasing if replacement equipment is required.

6.17.3.13.4  Coordinating insurance claims 

6.17.3.13.4.1 Take pictures of damaged equipment or building.  

6.17.3.13.4.2 Contact landlord for insurance adjustment if property damage. 

6.17.3.13.4.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.
6.17.3.14 Analyzing records retention and salvage requirements 

6.17.3.14.1 Consult with MMIS User Interface team lead to determine if outage event affects the retention of data as required in the RFP. 

6.17.3.14.2 Consult with the MMIS User Interface team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.17.3.15 Monitoring recovery operations 

6.17.3.15.1 Contact MMIS User Interface Recovery team lead every half hour status reports.
6.17.3.15.2 Contact network recovery manager every half hour status reports.
6.17.3.16 Reporting status to the Management Recovery team

6.17.3.16.1 Contact Management Recovery team hourly as to status of recovery activities.
6.17.3.16.2 Update recovery journal with hourly update to the Management Recovery team.
6.17.3.17 Disaster site

6.17.3.17.1 Contact HP Corporate Real Estate for alternative site arrangements.
6.17.3.17.2 Contact local landlord for alternative site arrangements.
6.17.3.17.3 Execute timeline to relocated existing services to temporary recovery site. 

6.17.3.18 Notifying postal and courier services 

6.17.3.18.1 Post notice of temporary recovery site for courier services on front doors. 

6.18 Provider Data Management 

6.18.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

6.18.1.1 Notifying Administrative Recovery team members  

6.18.1.1.1 Provider Data Management team lead notifies Administrative Recovery team that a Level 1 outage/damage has occurred. 

6.18.1.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.18.1.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.18.1.3 Notifying appropriate recovery team managers 

6.18.1.3.1 Notify Provider Data Management team lead. 

6.18.1.3.2 Notify MMIS team manager.
6.18.1.4 Prioritizing actions and activities 

6.18.1.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.18.1.4.2 Authorize the Provider Data Management team lead to resolve outage event.
6.18.1.5 Performing recovery action planning 

6.18.1.5.1 Notify all Administrative team members of event and meeting location.
6.18.1.5.2 Consult with Provider Data Management team lead to determine nature of outage.
6.18.1.5.3 Notify all Management team members of event.
6.18.1.6 Facilities

6.18.1.6.1 Determine what level of damage to the MMIS support facilities, if applicable.
6.18.1.7 Assessing office damage 

6.18.1.7.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.18.1.7.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence.
6.18.1.8 Equipment and supplies

6.18.1.8.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.18.1.8.2 Order any supplies from normal office supply vendor, if warranted.
6.18.1.9 Personnel

6.18.1.9.1 Verifying personnel status 

6.18.1.9.1.1 Contact manager(s) of affected areas to determine employees status. 

6.18.1.9.1.2 Contact manager(s) of no-affected areas to determine employees status.

6.18.1.9.1.3 Initiate evacuation plan, if necessary.
6.18.1.9.2 Arranging for temporary personnel 

6.18.1.9.2.1 Contact manager(s) of affected areas to determine need for temporary staff.
6.18.1.9.2.2 Contact appropriate temporary agency for staffing neHP (see Appendix J)

6.18.1.10 Documenting recovery operations

6.18.1.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations.
6.18.1.11 Providing strategic direction to all recovery teams and personnel

6.18.1.11.1 Communicate priority of recovery to all recovery teams.
6.18.1.11.2 Coordinate all teams working on recovery activities.
6.18.1.12 Coordinating insurance claims 

6.18.1.12.1 Take pictures of damaged equipment or building.  

6.18.1.12.2 Contact landlord for insurance adjustment if property damage.
6.18.1.12.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  

6.18.1.13 Monitoring recovery operations 

6.18.1.13.1 Contact Provider Data Management Recovery team lead every half hour status reports.
6.18.1.14 Reporting status to the Management Recovery team 

6.18.1.14.1 Contact Management Recovery team hourly as to status of recovery activities.
6.18.1.14.2 Update recovery journal with hourly update to the Management Recovery team.
6.18.2 Level 2

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

6.18.2.1 Notifying Administrative Recovery team members  

6.18.2.1.1 Provider Data Management team lead notifies Administrative Recovery team that a Level 2 outage/damage has occurred. 

6.18.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.18.2.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.18.2.3 Notifying appropriate recovery team managers 

6.18.2.3.1 Notify Provider Data Management team lead.
6.18.2.3.2 Notify MMIS team manager.
6.18.2.3.3 Notify backup site contact, if applicable.
6.18.2.4  Prioritizing actions and activities 

6.18.2.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.18.2.4.2 Authorize the Provider Data Management team lead to resolve outage event.
6.18.2.5 Performing recovery action planning 

6.18.2.5.1 Notify all Administrative team members of event and meeting location.
6.18.2.5.2 Consult with Provider Data Management team lead to determine nature of outage.
6.18.2.5.3 Notify all Management team members of event.
6.18.2.6 Providing strategic direction to all recovery teams and personnel 

6.18.2.6.1 Communicate priority of recovery to all recovery teams.
6.18.2.6.2 Coordinate all teams working on recovery activities.
6.18.2.7 Facilities

6.18.2.7.1 Assessing office damage 

6.18.2.7.1.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.18.2.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.18.2.7.2 Arranging security 

6.18.2.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.18.2.7.2.2 Notify the HP Global Emergency Support Line. 

6.18.2.7.3 Arranging for alternate facilities, if needed 

6.18.2.7.3.1 Notify alternative backup site of requirement to switch to alternative Provider Data Management system.
6.18.2.7.3.2 Coordinate switchover with local network manager.
6.18.2.7.4 Arranging transportation and travel 

6.18.2.7.4.1 Arrange transportation for data files, if necessary.
6.18.2.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.18.2.7.5 Coordinating asset removal  

6.18.2.7.5.1 Contact HP Facility Management vendor.
6.18.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary. 

6.18.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.18.2.7.6.1 Contact landlord for building repair requirements.
6.18.2.7.6.2 Contact electric repair services.
6.18.2.8 Equipment and supplies

6.18.2.8.1 Obtaining office equipment as necessary 

6.18.2.8.1.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.18.2.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.18.2.9 Personnel

6.18.2.9.1 Verifying personnel status 

6.18.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.18.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.18.2.9.1.1.2 Calls Security, if applicable. 

6.18.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.18.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.18.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.18.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:

6.18.2.9.1.2.1 Completes the information on the Injury Report form.  

6.18.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.18.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.18.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.18.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.18.2.9.2 Arranging for temporary personnel

6.18.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary.

6.18.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 

6.18.2.10 Documenting recovery operations:

6.18.2.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.18.2.11 Emergency accounting procedures

6.18.2.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.18.2.12 Directing salvage efforts 

6.18.2.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.18.2.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.18.2.13 Arranging for basic support services 

6.18.2.13.1 Contact Provider Data Management backup site contact if backup site is required until outage is corrected.
6.18.2.13.2 Coordinate with backup site contact, network manager and Provider Data Management Recovery team for switchover.
6.18.2.13.3 Coordinate with Provider Data Management Recovery team and Corporate Purchasing if replacement equipment is required.
6.18.2.14 Coordinating insurance claims 

6.18.2.14.1 Take pictures of damaged equipment or building. 

6.18.2.14.2 Contact landlord for insurance adjustment if property damage. 

6.18.2.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.   

6.18.2.15 Analyzing records retention and salvage requirements 

6.18.2.15.1 Consult with Provider Data Management team lead to determine if outage event affects the retention of data as required in the RFP. 

6.18.2.15.2 Consult with the Provider Data Management team lead and Network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment. 

6.18.2.16 Monitoring recovery operations 

6.18.2.16.1 Contact Provider Data Management Recovery team every half hour status reports.
6.18.2.17 Reporting status to the Management Recovery team

6.18.2.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.18.2.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.18.3 Level 3

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

6.18.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.18.3.1.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.18.3.2 Notifying Administrative Recovery team members  

6.18.3.2.1 Provider Data Management team lead notifies Administrative Recovery team that a Level 3 outage/damage has occurred.
6.18.3.3 Notifying appropriate recovery team managers 

6.18.3.3.1 Notify Provider Data Management team lead. 

6.18.3.3.2 Notify MMIS team manager.
6.18.3.3.3 Notify backup site manager of activation of backup agreement.
6.18.3.4  Prioritizing actions and activities 

6.18.3.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.18.3.4.2 Authorize the Provider Data Management team lead to resolve outage event.
6.18.3.5 Performing recovery action planning 

6.18.3.5.1 Notify all Administrative team members of event and meeting location.
6.18.3.5.2 Consult with Provider Data Management team lead to determine nature of outage.
6.18.3.5.3 Notify all Management team members of event.
6.18.3.5.4 Consult with backup site manager on activation of backup requirements

6.18.3.6 Providing strategic direction to all recovery teams and personnel 

6.18.3.6.1 Communicate priority of recovery to all recovery teams.
6.18.3.6.2 Coordinate all teams working on recovery activities.
6.18.3.7 Facilities

6.18.3.7.1 Assessing office damage 

6.18.3.7.1.1 Perform walkthrough of main Frankfort facility to determine amount damage has occurred.
6.18.3.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 
6.18.3.7.2 Arranging security 

6.18.3.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.18.3.7.2.2 Notify the HP Global Emergency Support Line.
6.18.3.7.3 Arranging for alternate facilities, if needed 

6.18.3.7.3.1 Notify alternative backup site of requirement to switch to alternative Provider Data Management system.
6.18.3.7.3.2 Coordinate switchover with local network manager.
6.18.3.7.3.3 Consult with HP Corporate Real Estate for temporary work site. 

6.18.3.7.3.4 Consult with building landlord for temporary work site. 

6.18.3.7.4 Arranging transportation and travel 

6.18.3.7.4.1 Arrange transportation for data files, if necessary.
6.18.3.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.18.3.7.5 Coordinating asset removal  

6.18.3.7.5.1 Contact HP Facility Management vendor.
6.18.3.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.18.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.18.3.7.6.1 Contact landlord for building repair requirements.
6.18.3.7.6.2 Contact HP Corporate Real Estate for damage estimation services. 

6.18.3.7.6.3 Contact appropriate construction/ service vendors for required repairs. 

6.18.3.8 Equipment and supplies

6.18.3.8.1 Obtaining office equipment as necessary 

6.18.3.8.1.1 Notify HP Purchasing for the need to purchase any hardware, software or replacement office furniture.
6.18.3.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.18.3.9 Personnel

6.18.3.9.1 Verifying personnel status 

6.18.3.9.1.1 Contact area managers to account for all personnel on site at time of disaster event. 

6.18.3.9.1.2 Review guest log book to determine if visitors are in the facility who need to be accounted for.  

6.18.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.18.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.18.3.9.2.2 Calls Security, if applicable. 

6.18.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.18.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.18.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.18.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.18.3.9.3.1 Completes the information on the Injury Report form.  

6.18.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.18.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.18.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.18.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.18.3.9.4 Arranging for temporary personnel 

6.18.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 

6.18.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 

6.18.3.10 Documenting recovery operations:

6.18.3.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.18.3.11 Emergency accounting procedures

6.18.3.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.18.3.12 Directing salvage efforts 

6.18.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.18.3.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.18.3.13 Arranging for basic support services 

6.18.3.13.1 Contact Provider Data Management backup site contact if backup site is required until outage is corrected.
6.18.3.13.2 Coordinate with backup site contact, network manager and Provider Data Management Recovery team for switchover.
6.18.3.13.3 Coordinate with Provider Data Management Recovery team and Corporate Purchasing if replacement equipment is required.

6.18.3.14  Coordinating insurance claims 

6.18.3.14.1 Take pictures of damaged equipment or building.  
6.18.3.14.2 Contact landlord for insurance adjustment if property damage. 

6.18.3.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.
6.18.3.15 Analyzing records retention and salvage requirements 

6.18.3.15.1 Consult with Provider Data Management team lead to determine if outage event affects the retention of data as required in the RFP. 

6.18.3.15.2 Consult with the Provider Data Management team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.18.3.16 Monitoring recovery operations 

6.18.3.16.1 Contact Provider Data Management Recovery team every half hour status reports

6.18.3.16.2 Contact Network Recovery manager every half hour status reports.
6.18.3.17 Reporting status to the Management Recovery team

6.18.3.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.18.3.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.18.3.18 Disaster site

6.18.3.18.1 Contact HP Corporate Real Estate for alternative site arrangements.
6.18.3.18.2 Contact local landlord for alternative site arrangements.
6.18.3.18.3 Execute timeline to relocated existing services to temporary recovery site. 

6.18.3.19 Notifying postal and courier services 

6.18.3.19.1 Post notice of temporary recovery site for courier services on front doors. 

6.19 Reference 

6.19.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

6.19.1.1 Notifying Administrative Recovery team members  

6.19.1.1.1 Reference team lead notifies Administrative Recovery team that a Level 1 outage/damage has occurred. 

6.19.1.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.19.1.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.19.1.3 Notifying appropriate recovery team managers 

6.19.1.3.1 Notify Reference team lead.
6.19.1.3.2 Notify MMIS team manager.
6.19.1.4 Prioritizing actions and activities 

6.19.1.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.19.1.4.2 Authorize the Reference team lead to resolve outage event.
6.19.1.5 Performing recovery action planning 

6.19.1.5.1 Notify all Administrative team members of event and meeting location.
6.19.1.5.2 Consult with Reference team lead to determine nature of outage

6.19.1.5.3 notify all Management team members of event.
6.19.1.6 Facilities

6.19.1.6.1 Determine what level of damage to the MMIS support facilities, if applicable.
6.19.1.7 Assessing office damage 

6.19.1.7.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.19.1.7.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.19.1.8 Equipment and supplies

6.19.1.8.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.19.1.8.2 Order any supplies from normal office supply vendor, if warranted.
6.19.1.9 Personnel

6.19.1.9.1 Verifying personnel status 

6.19.1.9.1.1 Contact manager(s) of affected areas to determine employees status. 

6.19.1.9.1.2 Contact manager(s) of non-affected areas to determine employees status.

6.19.1.9.1.3 Initiate evacuation plan, if necessary.
6.19.1.9.2 Arranging for temporary personnel 

6.19.1.9.2.1 Contact manager(s) of affected areas to determine need for temporary staff.
6.19.1.9.2.2 Contact appropriate temporary agency for staffing neHP (see Appendix J).
6.19.1.10 Documenting recovery operations

6.19.1.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations.
6.19.1.11 Providing strategic direction to all recovery teams and personnel

6.19.1.11.1 Communicate priority of recovery to all recovery teams.
6.19.1.11.2 Coordinate all teams working on recovery activities.
6.19.1.12 Coordinating insurance claims 

6.19.1.12.1 Take pictures of damaged equipment or building.  

6.19.1.12.2 Contact landlord for insurance adjustment if property damage.
6.19.1.12.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  

6.19.1.13 Monitoring recovery operations 

6.19.1.13.1 Contact Reference Recovery team every half hour status reports.
6.19.1.14 Reporting status to the Management Recovery team 

6.19.1.14.1 Contact Management Recovery team hourly as to status of recovery activities.
6.19.1.14.2 Update recovery journal with hourly update to the Management Recovery team.
6.19.2 Level 2

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

6.19.2.1 Notifying Administrative Recovery team members  

6.19.2.1.1 Reference team lead notifies Administrative Recovery team that a Level 2 outage/damage has occurred. 

6.19.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.19.2.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.19.2.3 Notifying appropriate recovery team managers 

6.19.2.3.1 Notify Reference team lead.
6.19.2.3.2 Notify MMIS team manager.
6.19.2.3.3 Notify backup site contact, if applicable.
6.19.2.4  Prioritizing actions and activities 

6.19.2.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.19.2.4.2 Authorize the Reference team lead to resolve outage event.
6.19.2.5 Performing recovery action planning 

6.19.2.5.1 Notify all Administrative team members of event and meeting location.
6.19.2.5.2 Consult with Reference team lead to determine nature of outage.
6.19.2.5.3 Notify all Management team members of event.
6.19.2.6 Providing strategic direction to all recovery teams and personnel 

6.19.2.6.1 Communicate priority of recovery to all recovery teams.
6.19.2.6.2 Coordinate all teams working on recovery activities.
6.19.2.7 Facilities

6.19.2.7.1 Assessing office damage 

6.19.2.7.1.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.19.2.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.19.2.7.2 Arranging security 

6.19.2.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.19.2.7.2.2 Notify the HP Global Emergency Support Line. 

6.19.2.7.3 Arranging for alternate facilities, if needed 

6.19.2.7.3.1 Notify alternative backup site of requirement to switch to alternative Reference system.
6.19.2.7.3.2 Coordinate switchover with local network manager.
6.19.2.7.4 Arranging transportation and travel 

6.19.2.7.4.1 Arrange transportation for data files, if necessary.
6.19.2.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.19.2.7.5 Coordinating asset removal  

6.19.2.7.5.1 Contact HP Facility Management vendor.
6.19.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.19.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.19.2.7.6.1 Contact landlord for building repair requirements.
6.19.2.7.6.2 Contact electric repair services.
6.19.2.8 Equipment and supplies

6.19.2.8.1 Obtaining office equipment as necessary 

6.19.2.8.1.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.19.2.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.19.2.9 Personnel

6.19.2.9.1 Verifying personnel status 

6.19.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.19.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.19.2.9.1.1.2 Calls Security, if applicable. 

6.19.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.19.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.19.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.19.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:

6.19.2.9.1.2.1 Completes the information on the Injury Report form.  

6.19.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.19.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.19.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.19.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.19.2.9.2 Arranging for temporary personnel

6.19.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary.

6.19.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 

6.19.2.10 Documenting recovery operations
6.19.2.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.19.2.11 Emergency accounting procedures

6.19.2.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.19.2.12 Directing salvage efforts 

6.19.2.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.19.2.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.19.2.13 Arranging for basic support services 

6.19.2.13.1 Contact Reference backup site contact if backup site is required until outage is corrected.
6.19.2.13.2 Coordinate with backup site contact, Network manager and Reference recovery team for switchover.
6.19.2.13.3 Coordinate with Reference Recovery team and Corporate Purchasing if replacement equipment is required. 

6.19.2.14 Coordinating insurance claims 

6.19.2.14.1 Take pictures of damaged equipment or building.  

6.19.2.14.2 Contact landlord for insurance adjustment if property damage. 

6.19.2.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.   

6.19.2.15 Analyzing records retention and salvage requirements 

6.19.2.15.1 Consult with Reference team lead to determine if outage event affects the retention of data as required in the RFP. 

6.19.2.15.2 Consult with the Reference team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.19.2.16 Monitoring recovery operations 

6.19.2.16.1 Contact Reference Recovery team lead every half hour status reports.
6.19.2.17 Reporting status to the Management Recovery team

6.19.2.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.19.2.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.19.3 Level 3

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

6.19.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.19.3.1.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.19.3.2 Notifying Administrative Recovery team members  

6.19.3.2.1 Reference team lead notifies Administrative Recovery team that a Level 3 outage/damage has occurred. 

6.19.3.3 Notifying appropriate recovery team managers 

6.19.3.3.1 Notify Reference team lead. 

6.19.3.3.2 Notify MMIS team manager.
6.19.3.3.3 Notify backup site manager of activation of backup agreement.
6.19.3.4  Prioritizing actions and activities 

6.19.3.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.19.3.4.2 Authorize the Reference team lead to resolve outage event.
6.19.3.5 Performing recovery action planning 

6.19.3.5.1 Notify all Administrative team members of event and meeting location.
6.19.3.5.2 Consult with Reference team lead to determine nature of outage.
6.19.3.5.3 Notify all Management team members of event.
6.19.3.5.4 Consult with backup site manager on activation of backup requirements.
6.19.3.6 Providing strategic direction to all recovery teams and personnel 

6.19.3.6.1 Communicate priority of recovery to all recovery teams.
6.19.3.6.2 Coordinate all teams working on recovery activities.
6.19.3.7 Facilities

6.19.3.7.1 Assessing office damage 

6.19.3.7.1.1 Perform walkthrough of main Frankfort facility to determine amount damage has occurred.
6.19.3.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence.
6.19.3.7.2 Arranging security 

6.19.3.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.19.3.7.2.2 Notify the HP Global Emergency Support Line. 

6.19.3.7.3 Arranging for alternate facilities, if needed 

6.19.3.7.3.1 Notify alternative backup site of requirement to switch to alternative Reference system.
6.19.3.7.3.2 Coordinate switchover with local network manager.
6.19.3.7.3.3 Consult with HP Corporate Real Estate for temporary work site. 

6.19.3.7.3.4 Consult with building landlord for temporary work site. 

6.19.3.7.4 Arranging transportation and travel 

6.19.3.7.4.1 Arrange transportation for data files, if necessary.
6.19.3.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.19.3.7.5 Coordinating asset removal  

6.19.3.7.5.1 Contact HP Facility Management vendor.
6.19.3.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.19.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.19.3.7.6.1 Contact landlord for building repair requirements.
6.19.3.7.6.2 Contact HP Corporate Real Estate for damage estimation services. 

6.19.3.7.6.3 Contact appropriate construction/service vendors for required repairs.
6.19.3.8 Equipment and supplies

6.19.3.8.1 Obtaining office equipment as necessary 

6.19.3.8.1.1 Notify HP Purchasing for the need to purchase any hardware, software or replacement office furniture.
6.19.3.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.19.3.9 Personnel

6.19.3.9.1 Verifying personnel status 

6.19.3.9.1.1 Contact area managers to account for all personnel on site at time of disaster event. 

6.19.3.9.1.2 Review guest log book to determine if visitors are in the facility who need to be accounted for.  

6.19.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.19.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.19.3.9.2.2 Calls Security, if applicable. 

6.19.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.19.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.19.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.19.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.19.3.9.3.1 Completes the information on the Injury Report form.  

6.19.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.19.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.19.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.19.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.19.3.9.4 Arranging for temporary personnel 

6.19.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 

6.19.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 

6.19.3.10 Documenting recovery operations:

6.19.3.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.19.3.11 Emergency accounting procedures

6.19.3.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.19.3.12 Directing salvage efforts 

6.19.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.19.3.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.19.3.13 Arranging for basic support services 

6.19.3.13.1 Contact Reference backup site contact if backup site is required until outage is corrected.
6.19.3.13.2 Coordinate with backup site contact, network manager and Reference Recovery team for switchover.
6.19.3.13.3 Coordinate with Reference Recovery team and Corporate Purchasing if replacement equipment is required.
6.19.3.14 Coordinating insurance claims 

6.19.3.14.1 Take pictures of damaged equipment or building.  

6.19.3.14.2 Contact landlord for insurance adjustment if property damage. 

6.19.3.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.
6.19.3.15 Analyzing records retention and salvage requirements 

6.19.3.15.1 Consult with Reference team lead to determine if outage event affects the retention of data as required in the RFP. 

6.19.3.15.2 Consult with the Reference team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.19.3.16 Monitoring recovery operations 

6.19.3.16.1 Contact Reference Recovery team every half hour status reports.
6.19.3.16.2 Contact network recovery manager every half hour status reports.
6.19.3.17 Reporting status to the Management Recovery team

6.19.3.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.19.3.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.19.3.18 Disaster site

6.19.3.18.1 Contact HP Corporate Real Estate for alternative site arrangements.
6.19.3.18.2 Contact local landlord for alternative site arrangements.
6.19.3.18.3 Execute timeline to relocated existing services to temporary recovery site. 

6.19.3.19 Notifying postal and courier services 

6.19.3.19.1 Post notice of temporary recovery site for courier services on front doors. 

6.20 Service Authorization 

6.20.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

6.20.1.1 Notifying Administrative Recovery team members  

6.20.1.1.1 Service Authorization team lead notifies Administrative Recovery team that a Level 1 outage/damage has occurred. 

6.20.1.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.20.1.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.20.1.3 Notifying appropriate recovery team managers 

6.20.1.3.1 Notify Service Authorization team lead.
6.20.1.3.2 Notify MMIS team manager.
6.20.1.4 Prioritizing actions and activities 

6.20.1.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.20.1.4.2 Authorize the Service Authorization team lead to resolve outage event.
6.20.1.5 Performing recovery action planning 

6.20.1.5.1 Notify all Administrative team members of event and meeting location.
6.20.1.5.2 Consult with Service Authorization team lead to determine nature of outage.
6.20.1.5.3 Notify all Management team members of event.
6.20.1.6 Facilities

6.20.1.6.1 Determine what level of damage to the MMIS support facilities, if applicable.
6.20.1.7 Assessing office damage 

6.20.1.7.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.20.1.7.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.20.1.8 Equipment and supplies

6.20.1.8.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.20.1.8.2 Order any supplies from normal office supply vendor, if warranted.
6.20.1.9 Personnel

6.20.1.9.1 Verifying personnel status 

6.20.1.9.1.1 Contact manager(s) of affected areas to determine employees status. 

6.20.1.9.1.2 Contact manager(s) of non-affected areas to determine employees status.
6.20.1.9.1.3 Initiate evacuation plan, if necessary.
6.20.1.9.2 Arranging for temporary personnel 

6.20.1.9.2.1 Contact manager(s) of affected areas to determine need for temporary staff.
6.20.1.9.2.2 Contact appropriate temporary agency for staffing neHP (see Appendix J).
6.20.1.10 Documenting recovery operations

6.20.1.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations.
6.20.1.11 Providing strategic direction to all recovery teams and personnel

6.20.1.11.1 Communicate priority of recovery to all recovery teams.
6.20.1.11.2 Coordinate all teams working on recovery activities.
6.20.1.12 Coordinating insurance claims 

6.20.1.12.1 Take pictures of damaged equipment or building.  

6.20.1.12.2 Contact landlord for insurance adjustment if property damage.
6.20.1.12.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  

6.20.1.13 Monitoring recovery operations 

6.20.1.13.1 Contact Service Authorization Recovery team every half hour status reports.
6.20.1.14 Reporting status to the Management Recovery team 

6.20.1.14.1 Contact Management Recovery team hourly as to status of recovery activities.
6.20.1.14.2 Update recovery journal with hourly update to the Management Recovery team.
6.20.2 Level 2

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

6.20.2.1 Notifying Administrative Recovery team members  

6.20.2.1.1 Service Authorization team lead notifies Administrative Recovery team that a Level 2 outage/damage has occurred. 

6.20.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.20.2.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.20.2.3 Notifying appropriate recovery team managers 

6.20.2.3.1 Notify Service Authorization team lead.
6.20.2.3.2 Notify MMIS team manager.
6.20.2.3.3 Notify backup site contact, if applicable.
6.20.2.4  Prioritizing actions and activities 

6.20.2.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.20.2.4.2 Authorize the Service Authorization team lead to resolve outage event.
6.20.2.5 Performing recovery action planning 

6.20.2.5.1 Notify all Administrative team members of event and meeting location.
6.20.2.5.2 Consult with Service Authorization team lead to determine nature of outage.
6.20.2.5.3 Notify all Management team members of event.
6.20.2.6 Providing strategic direction to all recovery teams and personnel 

6.20.2.6.1 Communicate priority of recovery to all recovery teams.
6.20.2.6.2 Coordinate all teams working on recovery activities.
6.20.2.7 Facilities

6.20.2.7.1 Assessing office damage 

6.20.2.7.1.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.20.2.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence.
6.20.2.7.2 Arranging security 

6.20.2.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.20.2.7.2.2 Notify the HP Global Emergency Support Line. 

6.20.2.7.3 Arranging for alternate facilities, if needed 

6.20.2.7.3.1 Notify alternative backup site of requirement to switch to alternative Service Authorization system.
6.20.2.7.3.2 Coordinate switchover with local network manager.
6.20.2.7.4 Arranging transportation and travel 

6.20.2.7.4.1 Arrange transportation for data files, if necessary.
6.20.2.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.20.2.7.5 Coordinating asset removal  

6.20.2.7.5.1 Contact HP Facility Management vendor.
6.20.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.20.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.20.2.7.6.1 Contact landlord for building repair requirements.
6.20.2.7.6.2 Contact electric repair services.
6.20.2.8 Equipment and supplies

6.20.2.8.1 Obtaining office equipment as necessary 

6.20.2.8.1.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.20.2.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.20.2.9 Personnel

6.20.2.9.1 Verifying personnel status 

6.20.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.20.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.20.2.9.1.1.2 Calls Security, if applicable. 

6.20.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.20.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.20.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.20.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:

6.20.2.9.1.2.1 Completes the information on the Injury Report form.  

6.20.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.20.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.20.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.20.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.20.2.9.2 Arranging for temporary personnel

6.20.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary.

6.20.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 

6.20.2.10 Documenting recovery operations:

6.20.2.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.20.2.11 Emergency accounting procedures

6.20.2.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support 

6.20.2.12 Directing salvage efforts 

6.20.2.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies-
6.20.2.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.20.2.13 Arranging for basic support services 

6.20.2.13.1 Contact Service Authorization backup site contact if backup site is required until outage is corrected.
6.20.2.13.2 Coordinate with backup site contact, network manager and Service Authorization Recovery team for switchover.
6.20.2.13.3 Coordinate with Service Authorization Recovery team and corporate purchasing if replacement equipment is required. 

6.20.2.14 Coordinating insurance claims 

6.20.2.14.1 Take pictures of damaged equipment or building 
6.20.2.14.2 Contact landlord for insurance adjustment if property damage. 

6.20.2.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.   

6.20.2.15 Analyzing records retention and salvage requirements 

6.20.2.15.1 Consult with Service Authorization team lead to determine if outage event affects the retention of data as required in the RFP. 

6.20.2.15.2 Consult with the Service Authorization team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.20.2.16 Monitoring recovery operations 

6.20.2.16.1 Contact Service Authorization Recovery team lead every half hour status reports.
6.20.2.17 Reporting status to the Management Recovery team

6.20.2.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.20.2.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.20.3 Level 3

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

6.20.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.20.3.1.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.20.3.2 Notifying Administrative Recovery team members  

6.20.3.2.1 Service Authorization team lead notifies Administrative Recovery team that a Level 3 outage/damage has occurred. 

6.20.3.3 Notifying appropriate recovery team managers 

6.20.3.3.1 Notify Service Authorization team lead. 
6.20.3.3.2 Notify MMIS team manager.
6.20.3.3.3 Notify backup site manager of activation of backup agreement.
6.20.3.4  Prioritizing actions and activities 

6.20.3.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.20.3.4.2 Authorize the Service Authorization team lead to resolve outage event.
6.20.3.5 Performing recovery action planning 

6.20.3.5.1 Notify all Administrative team members of event and meeting location.
6.20.3.5.2 Consult with Service Authorization team lead to determine nature of outage.
6.20.3.5.3 Notify all Management team members of event.
6.20.3.5.4 Consult with backup site manager on activation of backup requirements
6.20.3.6 Providing strategic direction to all recovery teams and personnel 

6.20.3.6.1 Communicate priority of recovery to all recovery teams.
6.20.3.6.2 Coordinate all teams working on recovery activities.
6.20.3.7 Facilities

6.20.3.7.1 Assessing office damage 

6.20.3.7.1.1 Perform walkthrough of main Frankfort facility to determine amount damage has occurred.
6.20.3.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 
6.20.3.7.2 Arranging security 

6.20.3.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.20.3.7.2.2 Notify the HP Global Emergency Support Line. 

6.20.3.7.3 Arranging for alternate facilities, if needed 

6.20.3.7.3.1 Notify alternative backup site of requirement to switch to alternative Service Authorization system.
6.20.3.7.3.2 Coordinate switchover with local network manager.
6.20.3.7.3.3 Consult with HP Corporate Real Estate for temporary work site. 

6.20.3.7.3.4 Consult with building landlord for temporary work site.
6.20.3.7.4 Arranging transportation and travel 

6.20.3.7.4.1 Arrange transportation for data files, if necessary.
6.20.3.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.20.3.7.5 Coordinating asset removal  

6.20.3.7.5.1 Contact HP Facility Management vendor.
6.20.3.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.20.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.20.3.7.6.1 Contact landlord for building repair requirements.
6.20.3.7.6.2 Contact HP Corporate Real Estate for damage estimation services. 

6.20.3.7.6.3 Contact appropriate construction/ service vendors for required repairs. 

6.20.3.8 Equipment and supplies

6.20.3.8.1 Obtaining office equipment as necessary 

6.20.3.8.1.1 Notify HP Purchasing for the need to purchase any hardware, software or replacement office furniture.
6.20.3.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.20.3.9 Personnel

6.20.3.9.1 Verifying personnel status 

6.20.3.9.1.1 Contact area managers to account for all personnel on site at time of disaster event. 

6.20.3.9.1.2 Review guest log book to determine if visitors are in the facility who need to be accounted for.  

6.20.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.20.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.20.3.9.2.2 Calls Security, if applicable. 

6.20.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.20.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.20.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.20.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.20.3.9.3.1 Completes the information on the Injury Report form.  

6.20.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.20.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.20.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.20.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.20.3.9.4 Arranging for temporary personnel 

6.20.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 

6.20.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 

6.20.3.10 Documenting recovery operations:

6.20.3.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.20.3.11 Emergency accounting procedures

6.20.3.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support 

6.20.3.12 Directing salvage efforts 

6.20.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.20.3.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.20.3.13 Arranging for basic support services 

6.20.3.13.1 Contact Service Authorization backup site contact if backup site is required until outage is corrected.
6.20.3.13.2 Coordinate with backup site contact, Network manager and Service Authorization Recovery team for switchover.
6.20.3.13.3 Coordinate with Service Authorization Recovery team and corporate purchasing if replacement equipment is required. 

6.20.3.14 Coordinating insurance claims 

6.20.3.14.1 Take pictures of damaged equipment or building. 

6.20.3.14.2 Contact landlord for insurance adjustment if property damage. 

6.20.3.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.
6.20.3.15 Analyzing records retention and salvage requirements 

6.20.3.15.1 Consult with Service Authorization team lead to determine if outage event affects the retention of data as required in the RFP. 

6.20.3.15.2 Consult with the Service Authorization team lead and Network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.20.3.16 Monitoring recovery operations 

6.20.3.16.1 Contact Service Authorization Recovery team lead every half hour status reports.
6.20.3.16.2 Contact network recovery manager every half hour status reports.
6.20.3.17 Reporting status to the Management Recovery team

6.20.3.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.20.3.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.20.3.18 Disaster site

6.20.3.18.1 Contact HP Corporate Real Estate for alternative site arrangements.
6.20.3.18.2 Contact local landlord for alternative site arrangements.
6.20.3.18.3 Execute timeline to relocated existing services to temporary recovery site. 

6.20.3.19 Notifying postal and courier services 

6.20.3.19.1 Post notice of temporary recovery site for courier services on front doors. 

6.21 File Transfer
6.21.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

6.21.1.1 Notifying Administrative Recovery team members  

6.21.1.1.1 File Transfer team lead notifies Administrative Recovery team that a Level 1 outage/damage has occurred. 

6.21.1.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.21.1.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.21.1.3 Notifying appropriate recovery team managers 

6.21.1.3.1 Notify File Transfer team lead. 

6.21.1.3.2 Notify MMIS team manager.
6.21.1.4 Prioritizing actions and activities 

6.21.1.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.21.1.4.2 Authorize the File Transfer team lead to resolve outage event.
6.21.1.5 Performing recovery action planning 

6.21.1.5.1 Notify all Administrative team members of event and meeting location.
6.21.1.5.2 Consult with File Transfer team lead to determine nature of outage.
6.21.1.5.3 Notify all Management team members of event.
6.21.1.6 Facilities

6.21.1.6.1 Determine what level of damage to the MMIS support facilities, if applicable.
6.21.1.7 Assessing office damage 

6.21.1.7.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.21.1.7.2 Document any damage to Hardware or office environment in recovery operations journal and with photographic evidence. 

6.21.1.8 Equipment and supplies

6.21.1.8.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.21.1.8.2 Order any supplies from normal office supply vendor, if warranted.
6.21.1.9 Personnel

6.21.1.9.1 Verifying personnel status 

6.21.1.9.1.1 Contact manager(s) of affected areas to determine employees status. 

6.21.1.9.1.2 Contact manager(s) of non-affected areas to determine employees status.

6.21.1.9.1.3 Initiate evacuation plan, if necessary.
6.21.1.9.2 Arranging for temporary personnel 

6.21.1.9.2.1 Contact manager(s) of affected areas to determine need for temporary staff.
6.21.1.9.2.2 Contact appropriate temporary agency for staffing neHP (see Appendix J).
6.21.1.10 Documenting recovery operations

6.21.1.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations.
6.21.1.11 Providing strategic direction to all recovery teams and personnel

6.21.1.11.1 Communicate priority of recovery to all recovery teams.
6.21.1.11.2 Coordinate all teams working on recovery activities.
6.21.1.12 Coordinating insurance claims 

6.21.1.12.1 Using a digital camera take pictures of damage equipment or building.  

6.21.1.12.2 Contact landlord for insurance adjustment if property damage.
6.21.1.12.3 Contact Corporate for insurance adjustment for HP owned Equipment damage.  

6.21.1.13 Monitoring recovery operations 

6.21.1.13.1 Contact File Transfer Recovery team lead every half hour status reports.
6.21.1.14 Reporting status to the Management Recovery team 

6.21.1.14.1 Contact Management Recovery team hourly as to status of recovery activities.
6.21.1.14.2 Update recovery journal with hourly update to the Management Recovery team.
6.21.2 Level 2

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

6.21.2.1 Notifying Administrative Recovery team members  

6.21.2.1.1 File Transfer team lead notifies Administrative Recovery team that a Level 2 outage/damage has occurred. 

6.21.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.21.2.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.21.2.3 Notifying appropriate recovery team managers 

6.21.2.3.1 Notify File Transfer team lead. 

6.21.2.3.2 Notify MMIS team manager.
6.21.2.3.3 Notify Backup site contact, if applicable.
6.21.2.4 Prioritizing actions and activities 

6.21.2.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.21.2.4.2 Authorize the File Transfer team lead to resolve outage event.
6.21.2.5 Performing recovery action planning 

6.21.2.5.1 Notify all Administrative team members of event and meeting location.
6.21.2.5.2 Consult with File Transfer team lead to determine nature of outage.
6.21.2.5.3 Notify all Management team members of event.
6.21.2.6 Providing strategic direction to all recovery teams and personnel 

6.21.2.6.1 Communicate priority of recovery to all recovery teams.
6.21.2.6.2 Coordinate all teams working on recovery activities.
6.21.2.7 Facilities

6.21.2.7.1 Assessing office damage 

6.21.2.7.1.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.21.2.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence 

6.21.2.7.2 Arranging security 

6.21.2.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.21.2.7.2.2 Notify the HP Global Emergency Support Line. 

6.21.2.7.3 Arranging for alternate facilities, if needed 

6.21.2.7.3.1 Notify alternative backup site of requirement to switch to alternative File Transfer system.
6.21.2.7.3.2 Coordinate switchover with local network manager.
6.21.2.7.4 Arranging transportation and travel 

6.21.2.7.4.1 Arrange transportation for data files, if necessary.
6.21.2.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.21.2.7.5 Coordinating asset removal  

6.21.2.7.5.1 Contact HP Facility Management vendor.
6.21.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary. 

6.21.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.21.2.7.6.1 Contact landlord for building repair requirements.
6.21.2.7.6.2 Contact electric repair services. 

6.21.2.8 Equipment and supplies

6.21.2.8.1 Obtaining office equipment as necessary 

6.21.2.8.1.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.21.2.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.21.2.9 Personnel

6.21.2.9.1 Verifying personnel status 

6.21.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.21.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.21.2.9.1.1.2 Calls Security, if applicable. 

6.21.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.21.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.21.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.21.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:

6.21.2.9.1.2.1 Completes the information on the Injury Report form.  

6.21.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.21.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.21.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.21.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.21.2.9.2 Arranging for temporary personnel

6.21.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary.

6.21.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 

6.21.2.10 Documenting recovery operations:

6.21.2.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.21.2.11 Emergency accounting procedures

6.21.2.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.21.2.12 Directing salvage efforts 

6.21.2.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.21.2.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.21.2.13 Arranging for basic support services 

6.21.2.13.1 Contact File Transfer backup site contact if backup site is required until outage is corrected.
6.21.2.13.2 Coordinate with backup site contact, network manager and File Transfer Recovery team for switch over

6.21.2.13.3 Coordinate with File Transfer Recovery team and Corporate Purchasing if replacement equipment is required. 

6.21.2.14 Coordinating insurance claims 

6.21.2.14.1 Using a digital camera, take pictures of damage equipment or building.  

6.21.2.14.2 Contact landlord for insurance adjustment if property damage. 

6.21.2.14.3 Contact Corporate for Insurance adjustment for HP-owned equipment damage.   

6.21.2.15 Analyzing records retention and salvage requirements 

6.21.2.15.1 Consult with File Transfer team lead to determine if outage event affects the retention of data as required in the RFP. 

6.21.2.15.2 Consult with the File Transfer team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.21.2.16 Monitoring recovery operations 

6.21.2.16.1 Contact File Transfer Recovery team every half hour status reports.
6.21.2.17 Reporting status to the Management Recovery team

6.21.2.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.21.2.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.21.3 Level 3

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

6.21.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.21.3.1.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.21.3.2 Notifying Administrative Recovery team members  

6.21.3.2.1 File Transfer team lead notifies Administrative Recovery team that a Level 3 outage/damage has occurred. 

6.21.3.3 Notifying appropriate recovery team managers 

6.21.3.3.1 Notify File Transfer team lead. 

6.21.3.3.2 Notify MMIS team manager.
6.21.3.3.3 Notify backup site manager of activation of backup agreement.
6.21.3.4  Prioritizing actions and activities 

6.21.3.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.21.3.4.2 Authorize the File Transfer team lead to resolve outage event.
6.21.3.5 Performing recovery action planning 

6.21.3.5.1 Notify all Administrative team members of event and meeting location.
6.21.3.5.2 Consult with File Transfer team lead to determine nature of outage.
6.21.3.5.3 Notify all Management team members of event.
6.21.3.5.4 Consult with backup site manager on activation of backup requirements

6.21.3.6 Providing strategic direction to all recovery teams and personnel 

6.21.3.6.1 Communicate priority of recovery to all recovery teams.
6.21.3.6.2 Coordinate all teams working on recovery activities.
6.21.3.7 Facilities

6.21.3.7.1 Assessing office damage 

6.21.3.7.1.1 Perform walkthrough of main Frankfort facility to determine amount damage has occurred.
6.21.3.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 
6.21.3.7.2 Arranging security 

6.21.3.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues.
6.21.3.7.2.2 Notify the HP Global Emergency Support Line. 

6.21.3.7.3 Arranging for alternate facilities, if needed 

6.21.3.7.3.1 Notify alternative backup site of requirement to switch to alternative File Transfer system.
6.21.3.7.3.2 Coordinate switchover with local network manager.
6.21.3.7.3.3 Consult with HP Corporate Real Estate for temporary work site. 

6.21.3.7.3.4 Consult with building landlord for temporary work site. 

6.21.3.7.4 Arranging transportation and travel 

6.21.3.7.4.1 Arrange transportation for data files, if necessary.
6.21.3.7.4.2 Arrange transportation for personnel to alternative work site, if necessary.
6.21.3.7.5 Coordinating asset removal  

6.21.3.7.5.1 Contact HP Facility Management vendor.
6.21.3.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.21.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.21.3.7.6.1 Contact landlord for building repair requirements.
6.21.3.7.6.2 Contact HP Corporate Real Estate for damage estimation services. 

6.21.3.7.6.3 Contact appropriate construction/service vendors for required repairs. 

6.21.3.8 Equipment and supplies

6.21.3.8.1 Obtaining office equipment as necessary 

6.21.3.8.1.1 Notify HP Purchasing for the need to purchase any hardware, software or replacement office furniture.
6.21.3.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.21.3.9 Personnel

6.21.3.9.1 Verifying personnel status 

6.21.3.9.1.1 Contact area managers to account for all personnel on site at time of disaster event. 

6.21.3.9.1.2 Review guest log book to determine if visitors are in the facility who need to be accounted for.  

6.21.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.21.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.21.3.9.2.2 Calls Security, if applicable. 

6.21.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.21.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.21.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.21.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.21.3.9.3.1 Completes the information on the Injury Report form.  

6.21.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.21.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.21.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.21.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.21.3.9.4 Arranging for temporary personnel 

6.21.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 

6.21.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 

6.21.3.10 Documenting recovery operations:

6.21.3.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.21.3.11 Emergency accounting procedures

6.21.3.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.21.3.12 Directing salvage efforts 

6.21.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.21.3.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.21.3.13 Arranging for basic support services 

6.21.3.13.1 Contact File Transfer backup site contact if backup site is required until outage is corrected.
6.21.3.13.2 Coordinate with backup site contact, Network manager and File Transfer Recovery team for switch over.
6.21.3.13.3 Coordinate with File Transfer Recovery team and Corporate Purchasing if replacement equipment is required. 

6.21.3.14 Coordinating insurance claims 

6.21.3.14.1 Take pictures of damaged equipment or building.  

6.21.3.14.2 Contact landlord for insurance adjustment if property damage. 

6.21.3.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.
6.21.3.15 Analyzing records retention and salvage requirements 

6.21.3.15.1 Consult with File Transfer team lead to determine if outage event affects the retention of data as required in the RFP. 

6.21.3.15.2 Consult with the File Transfer team lead and Network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.21.3.16 Monitoring recovery operations 

6.21.3.16.1 Contact File Transfer Recovery team lead every half hour status reports.
6.21.3.16.2 Contact Network Recovery manager every half hour status reports.
6.21.3.17 Reporting status to the Management Recovery team

6.21.3.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.21.3.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.21.3.18 Disaster site

6.21.3.18.1 Contact HP Corporate Real Estate for alternative site arrangements.
6.21.3.18.2 Contact local landlord for alternative site arrangements.
6.21.3.18.3 Execute timeline to relocated existing services to temporary recovery site. 

6.21.3.19 Notifying postal and courier services 

6.21.3.19.1 Post notice of temporary recovery site for courier services on front doors. 

6.22 SUR 

6.22.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

6.22.1.1 Notifying Administrative Recovery team members  

6.22.1.1.1 SUR team lead notifies Administrative Recovery team that a Level 1 outage/damage has occurred. 

6.22.1.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.22.1.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.22.1.3 Notifying appropriate recovery team managers 

6.22.1.3.1 Notify SUR team lead. 

6.22.1.3.2 Notify MMIS team manager.
6.22.1.4 Prioritizing actions and activities 

6.22.1.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.22.1.4.2 Authorize the SUR team lead to resolve outage event.
6.22.1.5 Performing recovery action planning 

6.22.1.5.1 Notify all Administrative team members of event and meeting location.
6.22.1.5.2 Consult with SUR team lead to determine nature of outage.
6.22.1.5.3 Notify all Management team members of event.
6.22.1.6 Facilities

6.22.1.6.1 Determine what level of damage to the MMIS support facilities, if applicable.
6.22.1.7 Assessing office damage 

6.22.1.7.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.22.1.7.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence.
6.22.1.8 Equipment and supplies

6.22.1.8.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.22.1.8.2 Order any supplies from normal office supply vendor, if warranted.
6.22.1.9 Personnel

6.22.1.9.1 Verifying personnel status 

6.22.1.9.1.1 Contact manager(s) of affected areas to determine employees status. 

6.22.1.9.1.2 Contact manager(s) of non-affected areas to determine employees status.
6.22.1.9.1.3 Initiate evacuation plan, if necessary.
6.22.1.9.2 Arranging for temporary personnel 

6.22.1.9.2.1 Contact manager(s) of affected areas to determine need for temporary staff.
6.22.1.9.2.2 Contact appropriate temporary agency for staffing neHP (see Appendix J).
6.22.1.10 Documenting recovery operations

6.22.1.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations.
6.22.1.11 Providing strategic direction to all recovery teams and personnel

6.22.1.11.1 Communicate priority of recovery to all recovery teams.
6.22.1.11.2 Coordinate all teams working on recovery activities.
6.22.1.12 Coordinating insurance claims 

6.22.1.12.1 Take pictures of damaged equipment or building.  

6.22.1.12.2 Contact landlord for insurance adjustment if property damage.
6.22.1.12.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  

6.22.1.13 Monitoring recovery operations 

6.22.1.13.1 Contact SUR Recovery team lead every half hour status reports.
6.22.1.14 Reporting status to the Management Recovery Team 

6.22.1.14.1 Contact Management Recovery team hourly as to status of recovery activities.
6.22.1.14.2 Update recovery journal with hourly update to the Management Recovery team.
6.22.2 Level 2

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

6.22.2.1 Notifying Administrative Recovery team members  

6.22.2.1.1 SUR team lead notifies Administrative Recovery team that a Level 2 outage/damage has occurred. 

6.22.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.22.2.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan

6.22.2.3 Notifying appropriate recovery team managers 

6.22.2.3.1 Notify SUR team lead. 

6.22.2.3.2 Notify MMIS team manager.
6.22.2.3.3 Notify backup site contact, if applicable.
6.22.2.4 Prioritizing actions and activities 

6.22.2.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.22.2.4.2 Authorize the SUR team lead to resolve outage event.
6.22.2.5 Performing recovery action planning 

6.22.2.5.1 Notify all Administrative team members of event and meeting location.
6.22.2.5.2 Consult with SUR team lead to determine nature of outage.
6.22.2.5.3 Notify all Management team members of event.
6.22.2.6 Providing strategic direction to all recovery teams and personnel 

6.22.2.6.1 Communicate priority of recovery to all recovery teams.
6.22.2.6.2 Coordinate all teams working on recovery activities.
6.22.2.7 Facilities

6.22.2.7.1 Assessing office damage 

6.22.2.7.1.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.22.2.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.22.2.7.2 Arranging security 

6.22.2.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.22.2.7.2.2 Notify the HP Global Emergency Support Line. 

6.22.2.7.3 Arranging for alternate facilities, if needed 

6.22.2.7.3.1 Notify alternative backup site of requirement to switch to alternative SUR system.
6.22.2.7.3.2 Coordinate switchover with local network manager.
6.22.2.7.4 Arranging transportation and travel 

6.22.2.7.4.1 Arrange transportation for data files, if necessary.
6.22.2.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.22.2.7.5 Coordinating asset removal  

6.22.2.7.5.1 Contact HP Facility Management vendor.
6.22.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.22.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.22.2.7.6.1 Contact landlord for building repair requirements.
6.22.2.7.6.2 Contact electric repair services. 

6.22.2.8 Equipment and supplies

6.22.2.8.1 Obtaining office equipment as necessary 

6.22.2.8.1.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.22.2.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.22.2.9 Personnel

6.22.2.9.1 Verifying personnel status 

6.22.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.22.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.22.2.9.1.1.2 Calls Security, if applicable. 

6.22.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.22.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.22.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.22.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:

6.22.2.9.1.2.1 Completes the information on the Injury Report form.  

6.22.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.22.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.22.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.22.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.22.2.9.2 Arranging for temporary personnel

6.22.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary.

6.22.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 

6.22.2.10 Documenting recovery operations:

6.22.2.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.22.2.11 Emergency accounting procedures

6.22.2.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.22.2.12 Directing salvage efforts 

6.22.2.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.22.2.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.22.2.13 Arranging for basic support services 

6.22.2.13.1 Contact SUR backup site contact if backup site is required until outage is corrected.
6.22.2.13.2 Coordinate with backup site contact, network manager and SUR Recovery team for switchover.
6.22.2.13.3 Coordinate with SUR Recovery team and corporate purchasing if replacement equipment is required. 

6.22.2.14 Coordinating insurance claims 

6.22.2.14.1 Take pictures of damaged equipment or building.  

6.22.2.14.2 Contact landlord for insurance adjustment if property damage. 

6.22.2.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.   

6.22.2.15 Analyzing records retention and salvage requirements 

6.22.2.15.1 Consult with SUR team lead to determine if outage event affects the retention of data as required in the RFP. 

6.22.2.15.2 Consult with the SUR team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.22.2.16 Monitoring recovery operations 

6.22.2.16.1 Contact SUR Recovery team lead every half hour status reports.
6.22.2.17 Reporting status to the Management Recovery team

6.22.2.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.22.2.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.22.3 Level 3

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

6.22.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery Team  
6.22.3.1.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.22.3.2 Notifying Administrative Recovery team Members  

6.22.3.2.1 SUR team lead notifies Administrative Recovery team that a Level 3 outage/damage has occurred. 

6.22.3.3 Notifying appropriate recovery team managers 

6.22.3.3.1 Notify SUR team lead. 

6.22.3.3.2 Notify MMIS team manager.
6.22.3.3.3 Notify backup site manager of activation of backup agreement.
6.22.3.4  Prioritizing actions and activities 

6.22.3.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.22.3.4.2 Authorize the SUR team manager to resolve outage event.
6.22.3.5 Performing recovery action planning 

6.22.3.5.1 Notify all Administrative team members of event and meeting location.
6.22.3.5.2 Consult with SUR team manger to determine nature of outage.
6.22.3.5.3 Notify all Management team members of event.
6.22.3.5.4 Consult with backup site manager on activation of backup requirements

6.22.3.6 Providing strategic direction to all recovery teams and personnel 

6.22.3.6.1 Communicate priority of recovery to all recovery teams.
6.22.3.6.2 Coordinate all teams working on recovery activities.
6.22.3.7 Facilities

6.22.3.7.1 Assessing office damage 

6.22.3.7.1.1 Perform walkthrough of main Frankfort facility to determine amount damage has occurred.
6.22.3.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 
6.22.3.7.2 Arranging security 

6.22.3.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.22.3.7.2.2 Notify the HP Global Emergency Support Line. 

6.22.3.7.3 Arranging for alternate facilities, if needed. 

6.22.3.7.3.1 Notify alternative backup site of requirement to switch to alternative SUR system.
6.22.3.7.3.2 Coordinate switchover with local network manager.
6.22.3.7.3.3 Consult with HP Corporate Real Estate for temporary work site. 

6.22.3.7.3.4 Consult with building landlord for temporary work site. 

6.22.3.7.4 Arranging transportation and travel 

6.22.3.7.4.1 Arrange transportation for data files, if necessary.
6.22.3.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.22.3.7.5 Coordinating asset removal  

6.22.3.7.5.1 Contact HP Facility Management vendor.
6.22.3.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.22.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.22.3.7.6.1 Contact landlord for building repair requirements.
6.22.3.7.6.2 Contact HP Corporate Real Estate for damage estimation services. 

6.22.3.7.6.3 Contact appropriate construction/ service vendors for required repairs.
6.22.3.8 6.16.3.8. Equipment and supplies

6.22.3.8.1 Obtaining office equipment as necessary 

6.22.3.8.1.1 Notify HP Purchasing for the need to purchase any hardware, software or replacement office furniture.
6.22.3.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.22.3.9 Personnel

6.22.3.9.1 Verifying personnel status 

6.22.3.9.1.1 Contact area managers to account for all personnel on site at time of disaster event. 

6.22.3.9.1.2 Review guest log book to determine if visitors are in the facility who need to be accounted for.  

6.22.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.22.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.22.3.9.2.2 Calls Security, if applicable. 

6.22.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.22.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.22.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.22.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.22.3.9.3.1 Completes the information on the Injury Report form.  

6.22.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.22.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.22.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.22.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.22.3.9.4 Arranging for temporary personnel 

6.22.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 

6.22.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 

6.22.3.10 Documenting recovery operations:

6.22.3.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.22.3.11 Emergency accounting procedures

6.22.3.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.22.3.12 Directing salvage efforts 

6.22.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.22.3.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.22.3.13 Arranging for basic support services 

6.22.3.13.1 Contact SUR backup site contact if backup site is required until outage is corrected.
6.22.3.13.2 Coordinate with backup site contact, network manager and SUR Recovery team for switchover.
6.22.3.13.3 Coordinate with SUR Recovery team and corporate purchasing if replacement equipment is required. 

6.22.3.14 Coordinating insurance claims 

6.22.3.14.1 Take pictures of damaged equipment or building.  

6.22.3.14.2 Contact landlord for insurance adjustment if property damage. 

6.22.3.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.
6.22.3.15 Analyzing records retention and salvage requirements 

6.22.3.15.1 Consult with SUR team lead to determine if outage event affects the retention of data as required in the RFP. 

6.22.3.15.2 Consult with the SUR team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.22.3.16 Monitoring recovery operations 

6.22.3.16.1 Contact SUR Recovery team every half hour status reports.
6.22.3.16.2 Contact network recovery manager every half hour status reports.
6.22.3.17 Reporting status to the Management Recovery team

6.22.3.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.22.3.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.22.3.18 Disaster site

6.22.3.18.1 Contact HP Corporate Real Estate for alternative site arrangements.
6.22.3.18.2 Contact local landlord for alternative site arrangements.
6.22.3.18.3 Execute timeline to relocated existing services to temporary recovery site. 

6.22.3.19 Notifying postal and courier services 

6.22.3.19.1 Post notice of temporary recovery site for courier services on front doors. 

6.23 TPL 

6.23.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

6.23.1.1 Notifying Administrative Recovery team members  

6.23.1.1.1 TPL team lead notifies Administrative Recovery team that a Level 1 outage/damage has occurred. 

6.23.1.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.23.1.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.23.1.3 Notifying appropriate recovery team managers 

6.23.1.3.1 Notify TPL team lead.
6.23.1.3.2 Notify MMIS team manager.
6.23.1.4 Prioritizing actions and activities 

6.23.1.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.23.1.4.2 Authorize the TPL team lead to resolve outage event.
6.23.1.5 Performing recovery action planning 

6.23.1.5.1 Notify all Administrative team members of event and meeting location.
6.23.1.5.2 Consult with TPL team lead to determine nature of outage.
6.23.1.5.3 Notify all Management team members of event.
6.23.1.6 Facilities

6.23.1.6.1 Determine what level of damage to the MMIS support facilities, if applicable.
6.23.1.7 Assessing office damage 

6.23.1.7.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.23.1.7.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence.
6.23.1.8 Equipment and supplies

6.23.1.8.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.23.1.8.2 Order any supplies from normal office supply vendor, if warranted.
6.23.1.9 Personnel

6.23.1.9.1 Verifying personnel status 

6.23.1.9.1.1 Contact manager(s) of affected areas to determine employees status. 

6.23.1.9.1.2 Contact manager(s) of non-affected areas to determine employees status.
6.23.1.9.1.3 Initiate evacuation plan, if necessary.
6.23.1.9.2 Arranging for temporary personnel 

6.23.1.9.2.1 Contact manager(s) of affected areas to determine need for temporary staff.
6.23.1.9.2.2 Contact appropriate temporary agency for staffing neHP (see Appendix J).
6.23.1.10 Documenting recovery operations

6.23.1.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations.
6.23.1.11 Providing strategic direction to all recovery teams and personnel

6.23.1.11.1 Communicate priority of recovery to all recovery teams.
6.23.1.11.2 Coordinate all teams working on recovery activities.
6.23.1.12 Coordinating insurance claims 

6.23.1.12.1 Using a digital camera, take pictures of damage equipment or building. 

6.23.1.12.2 Contact landlord for insurance adjustment if property damage.
6.23.1.12.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  

6.23.1.13 Monitoring recovery operations 

6.23.1.13.1 Contact TPL Recovery team lead every half hour status reports.
6.23.1.14 Reporting status to the Management Recovery team 

6.23.1.14.1 Contact Management Recovery team hourly as to status of recovery activities.
6.23.1.14.2 Update recovery journal with hourly update to the Management Recovery team.
6.23.2 Level 2

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

6.23.2.1 Notifying Administrative Recovery team members  

6.23.2.1.1 TPL team lead notifies Administrative Recovery team that a Level 2 outage/damage has occurred. 

6.23.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.23.2.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.23.2.3 Notifying appropriate recovery team managers 

6.23.2.3.1 Notify TPL team lead.
6.23.2.3.2 Notify MMIS team manager.
6.23.2.3.3 Notify backup site contact, if applicable.
6.23.2.4 Prioritizing actions and activities 

6.23.2.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.23.2.4.2 Authorize the TPL team lead to resolve outage event.
6.23.2.5 Performing recovery action planning 

6.23.2.5.1 Notify all Administrative team members of event and meeting location.
6.23.2.5.2 Consult with TPL team lead to determine nature of outage.
6.23.2.5.3 Notify all Management team members of event.
6.23.2.6 Providing strategic direction to all recovery teams and personnel 

6.23.2.6.1 Communicate priority of recovery to all recovery teams.
6.23.2.6.2 Coordinate all teams working on recovery activities.
6.23.2.7 Facilities

6.23.2.7.1 Assessing office damage 

6.23.2.7.1.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.23.2.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.23.2.7.2 Arranging security 

6.23.2.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.23.2.7.2.2 Notify the HP Global Emergency Support Line. 

6.23.2.7.3 Arranging for alternate facilities, if needed 

6.23.2.7.3.1 Notify alternative backup site of requirement to switch to alternative TPL system.
6.23.2.7.3.2 Coordinate switchover with local network manager.
6.23.2.7.4 Arranging transportation and travel 

6.23.2.7.4.1 Arrange transportation for data files, if necessary.
6.23.2.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.23.2.7.5 Coordinating asset removal  

6.23.2.7.5.1 Contact HP Facility Management vendor.
6.23.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.23.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.23.2.7.6.1 Contact landlord for building repair requirements.
6.23.2.7.6.2 Contact electric repair services.
6.23.2.8 Equipment and supplies

6.23.2.8.1 Obtaining office equipment as necessary 

6.23.2.8.1.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.23.2.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.23.2.9 Personnel

6.23.2.9.1 Verifying personnel status 

6.23.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.23.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.23.2.9.1.1.2 Calls Security, if applicable. 

6.23.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.23.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.23.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.23.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:

6.23.2.9.1.2.1 Completes the information on the Injury Report form.  

6.23.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.23.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.23.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.23.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.23.2.9.2 Arranging for temporary personnel

6.23.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary.

6.23.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 

6.23.2.10 Documenting recovery operations:

6.23.2.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations.
6.23.2.11 Emergency accounting procedures

6.23.2.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.23.2.12 Directing salvage efforts 

6.23.2.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.23.2.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.23.2.13 Arranging for basic support services 

6.23.2.13.1 Contact TPL backup site contact if backup site is required until outage is corrected.
6.23.2.13.2 Coordinate with backup site contact, Network manager and TPL recovery team for switchover.
6.23.2.13.3 Coordinate with TPL recovery team and corporate purchasing if replacement equipment is required. 

6.23.2.14 Coordinating insurance claims 

6.23.2.14.1 Take pictures of damaged equipment or building.  

6.23.2.14.2 Contact landlord for insurance adjustment if property damage. 

6.23.2.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.   

6.23.2.15 Analyzing records retention and salvage requirements 

6.23.2.15.1 Consult with TPL team lead to determine if outage event affects the retention of data as required in the RFP. 

6.23.2.15.2 Consult with the TPL team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  
6.23.2.16 Monitoring recovery operations 

6.23.2.16.1 Contact TPL Recovery team lead every half hour status reports.
6.23.2.17 Reporting status to the Management Recovery team

6.23.2.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.23.2.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.23.3 Level 3

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

6.23.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.23.3.1.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.23.3.2 Notifying Administrative Recovery team members  

6.23.3.2.1 TPL team lead notifies Administrative Recovery team that a Level 3 outage/damage has occurred. 

6.23.3.3 Notifying appropriate recovery team managers 

6.23.3.3.1 Notify TPL team lead. 

6.23.3.3.2 Notify MMIS team manager.
6.23.3.3.3 Notify backup site manager of activation of backup agreement.
6.23.3.4  Prioritizing actions and activities 

6.23.3.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.23.3.4.2 Authorize the TPL team lead to resolve outage event.
6.23.3.5 Performing recovery action planning 

6.23.3.5.1 Notify all Administrative team members of event and meeting location.
6.23.3.5.2 Consult with TPL team lead to determine nature of outage.
6.23.3.5.3 Notify all Management team members of event.
6.23.3.5.4 Consult with backup site manager on activation of backup requirements.
6.23.3.6 Providing strategic direction to all recovery teams and personnel 

6.23.3.6.1 Communicate priority of recovery to all recovery teams.
6.23.3.6.2 Coordinate all teams working on recovery activities.
6.23.3.7 Facilities

6.23.3.7.1 Assessing office damage 

6.23.3.7.1.1 Perform walkthrough of main Frankfort facility to determine amount damage has occurred.
6.23.3.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 
6.23.3.7.2 Arranging security 

6.23.3.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.23.3.7.2.2 Notify the HP Global Emergency Support Line. 

6.23.3.7.3 Arranging for alternate facilities, if needed 

6.23.3.7.3.1 Notify alternative backup site of requirement to switch to alternative TPL system.
6.23.3.7.3.2 Coordinate switchover with local network manager.
6.23.3.7.3.3 Consult with HP Corporate Real Estate for temporary work site. 

6.23.3.7.3.4 Consult with building landlord for temporary work site.
6.23.3.7.4 Arranging transportation and travel 

6.23.3.7.4.1 Arrange transportation for data files, if necessary.
6.23.3.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.23.3.7.5 Coordinating asset removal  

6.23.3.7.5.1 Contact HP Facility Management vendor.
6.23.3.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.23.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.23.3.7.6.1 Contact landlord for building repair requirements.
6.23.3.7.6.2 Contact HP Corporate Real Estate for damage estimation services. 

6.23.3.7.6.3 Contact appropriate construction/service vendors for required repairs. 

6.23.3.8 Equipment and supplies

6.23.3.8.1 Obtaining office equipment as necessary 

6.23.3.8.1.1 Notify HP Purchasing for the need to purchase any hardware, software or replacement office furniture.
6.23.3.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.23.3.9 Personnel

6.23.3.9.1 Verifying personnel status 

6.23.3.9.1.1 Contact area managers to account for all personnel on site at time of disaster event. 

6.23.3.9.1.2 Review guest log book to determine if visitors are in the facility who need to be accounted for.  

6.23.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.23.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.23.3.9.2.2 Calls Security, if applicable. 

6.23.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.23.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.23.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.23.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.23.3.9.3.1 Completes the information on the Injury Report form.  

6.23.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.23.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.23.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.23.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.23.3.9.4 Arranging for temporary personnel 

6.23.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 

6.23.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 

6.23.3.10 Documenting recovery operations:

6.23.3.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.23.3.11 Emergency accounting procedures

6.23.3.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.23.3.12 Directing salvage efforts 

6.23.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.23.3.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.23.3.13 Arranging for basic support services 

6.23.3.13.1 Contact TPL backup site contact if backup site is required until outage is corrected.
6.23.3.13.2 Coordinate with backup site contact, Network manager and TPL Recovery team for switchover.
6.23.3.13.3 Coordinate with TPL Recovery team and corporate purchasing if replacement equipment is required. 

6.23.3.14 Coordinating insurance claims 

6.23.3.14.1 Take pictures of damaged equipment or building.  

6.23.3.14.2 Contact landlord for insurance adjustment if property damage. 

6.23.3.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.
6.23.3.15 Analyzing records retention and salvage requirements 

6.23.3.15.1 Consult with TPL team lead to determine if outage event affects the retention of data as required in the RFP. 

6.23.3.15.2 Consult with the TPL team lead and Network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.23.3.16 Monitoring recovery operations 

6.23.3.16.1 Contact TPL Recovery team every half hour status reports.
6.23.3.16.2 Contact network recovery manager every half hour status reports.
6.23.3.17 Reporting status to the Management Recovery team

6.23.3.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.23.3.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.23.3.18 Disaster site

6.23.3.18.1 Contact HP Corporate Real Estate for alternative site arrangements.
6.23.3.18.2 Contact local landlord for alternative site arrangements.
6.23.3.18.3 Execute timeline to relocated existing services to temporary recovery site. 

6.23.3.19 Notifying postal and courier services 

6.23.3.19.1 Post notice of temporary recovery site for courier services on front doors. 

6.24 File Servers

6.24.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

6.24.1.1 Notifying Administrative Recovery team members  

6.24.1.1.1 File Services team lead notifies Administrative Recovery team that a Level 1 outage/damage has occurred. 

6.24.1.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.24.1.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.24.1.3 Notifying appropriate recovery team managers 

6.24.1.3.1 Notify File Services team lead. 

6.24.1.3.2 Notify MMIS team manager.
6.24.1.4 Prioritizing actions and activities 

6.24.1.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.24.1.4.2 Authorize the File Services team lead to resolve outage event.
6.24.1.5 Performing recovery action planning 

6.24.1.5.1 Notify all Administrative team members of event and meeting location.
6.24.1.5.2 Consult with File Services team lead to determine nature of outage.
6.24.1.5.3 Notify all Management team members of event.
6.24.1.6 Facilities

6.24.1.6.1 Determine what level of damage to the MMIS support facilities, if applicable.
6.24.1.7 Assessing office damage 

6.24.1.7.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.24.1.7.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.24.1.8 Equipment and supplies

6.24.1.8.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.24.1.8.2 Order any supplies from normal office supply vendor, if warranted.
6.24.1.9 Personnel

6.24.1.9.1 Verifying personnel status 

6.24.1.9.1.1 Contact manager(s) of affected areas to determine employees status. 

6.24.1.9.1.2 Contact manager(s) of non-affected areas to determine employees status.
6.24.1.9.1.3 Initiate evacuation plan, if necessary.
6.24.1.9.2 Arranging for temporary personnel 

6.24.1.9.2.1 Contact manager(s) of affected areas to determine need for temporary staff.
6.24.1.9.2.2 Contact appropriate temporary agency for staffing neHP (see Appendix J)

6.24.1.10 Documenting recovery operations

6.24.1.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations.
6.24.1.11 Providing strategic direction to all recovery teams and personnel

6.24.1.11.1 Communicate priority of recovery to all recovery teams.
6.24.1.11.2 Coordinate all teams working on recovery activities.
6.24.1.12 Coordinating insurance claims 

6.24.1.12.1 Take pictures of damaged equipment or building.  

6.24.1.12.2 Contact landlord for insurance adjustment if property damage.
6.24.1.12.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  

6.24.1.13 Monitoring recovery operations 

6.24.1.13.1 Contact File Services Recovery team lead every half hour status reports.
6.24.1.14 Reporting status to the Management Recovery team 

6.24.1.14.1 Contact Management Recovery team hourly as to status of recovery activities.
6.24.1.14.2 Update recovery journal with hourly update to the Management Recovery team.
6.24.2 Level 2

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

6.24.2.1 Notifying Administrative Recovery team members  

6.24.2.1.1 File Services team lead notifies Administrative Recovery team that a Level 2 outage/damage has occurred. 

6.24.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.24.2.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.24.2.3 Notifying appropriate recovery team managers 

6.24.2.3.1 Notify File Services team lead. 

6.24.2.3.2 Notify MMIS team manager.
6.24.2.3.3 Notify backup site contact, if applicable.
6.24.2.4  Prioritizing actions and activities 

6.24.2.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.24.2.4.2 Authorize the File Services team lead to resolve outage event.
6.24.2.5 Performing recovery action planning 

6.24.2.5.1 Notify all Administrative team members of event and meeting location.
6.24.2.5.2 Consult with File Services team lead to determine nature of outage.
6.24.2.5.3 Notify all Management team members of event.
6.24.2.6 Providing strategic direction to all recovery teams and personnel 

6.24.2.6.1 Communicate priority of recovery to all recovery teams.
6.24.2.6.2 Coordinate all teams working on recovery activities.
6.24.2.7 Facilities

6.24.2.7.1 Assessing office damage 

6.24.2.7.1.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.24.2.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence.
6.24.2.7.2 Arranging security 

6.24.2.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.24.2.7.2.2 Notify the HP Global Emergency Support Line.
6.24.2.7.3 Arranging for alternate facilities, if needed 

6.24.2.7.3.1 Notify alternative backup site of requirement to switch to alternative File Services system.
6.24.2.7.3.2 Coordinate switchover with local network manager.
6.24.2.7.4 Arranging transportation and travel 

6.24.2.7.4.1 Arrange transportation for data files, if necessary.
6.24.2.7.4.2 Arrange transportation for personnel to alternative work site, if necessary.
6.24.2.7.5 Coordinating asset removal  

6.24.2.7.5.1 Contact HP Facility Management vendor.
6.24.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.24.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.24.2.7.6.1 Contact landlord for building repair requirements.
6.24.2.7.6.2 Contact electric repair services. 

6.24.2.8 Equipment and supplies

6.24.2.8.1 Obtaining office equipment as necessary 

6.24.2.8.1.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.24.2.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.24.2.9 Personnel

6.24.2.9.1 Verifying personnel status 

6.24.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.24.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.24.2.9.1.1.2 Calls Security, if applicable. 

6.24.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.24.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.24.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.24.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:

6.24.2.9.1.2.1 Completes the information on the Injury Report form.  

6.24.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.24.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.24.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.24.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.24.2.9.2 Arranging for temporary personnel

6.24.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary.

6.24.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 

6.24.2.10 Documenting recovery operations:

6.24.2.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.24.2.11 Emergency accounting procedures

6.24.2.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.24.2.12 Directing salvage efforts 

6.24.2.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.24.2.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.24.2.13 Arranging for basic support services 

6.24.2.13.1 Contact File Services backup site contact if backup site is required until outage is corrected.
6.24.2.13.2 Coordinate with backup site contact, network manager and File Services Recovery team for switch over.
6.24.2.13.3 Coordinate with File Services Recovery team and corporate purchasing if replacement equipment is required.
6.24.2.14 Coordinating insurance claims 

6.24.2.14.1 Take pictures of damaged equipment or building.  

6.24.2.14.2 Contact landlord for insurance adjustment if property damage. 

6.24.2.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.   

6.24.2.15 Analyzing records retention and salvage requirements 

6.24.2.15.1 Consult with File Services team lead to determine if outage event affects the retention of data as required in the RFP. 

6.24.2.15.2 Consult with the File Services team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.24.2.16 Monitoring recovery operations 

6.24.2.16.1 Contact File Services Recovery team every half hour status reports.
6.24.2.17 Reporting status to the Management Recovery team

6.24.2.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.24.2.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.24.3 Level 3

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

6.24.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.24.3.1.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan
6.24.3.2 Notifying Administrative Recovery team members  

6.24.3.2.1 File Services team lead notifies Administrative Recovery team that a Level 3 outage/damage has occurred. 

6.24.3.3 Notifying appropriate recovery team managers 

6.24.3.3.1 Notify File Services team lead. 
6.24.3.3.2 Notify MMIS team manager.
6.24.3.3.3 Notify backup site manager of activation of backup agreement.
6.24.3.4  Prioritizing actions and activities 

6.24.3.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.24.3.4.2 Authorize the File Services team lead to resolve outage event.
6.24.3.5 Performing recovery action planning 

6.24.3.5.1 Notify all Administrative team members of event and meeting location.
6.24.3.5.2 Consult with File Services team lead to determine nature of outage.
6.24.3.5.3 Notify all Management team members of event.
6.24.3.5.4 Consult with backup site manager on activation of backup requirements.
6.24.3.6 Providing strategic direction to all recovery teams and personnel 

6.24.3.6.1 Communicate priority of recovery to all recovery teams.
6.24.3.6.2 Coordinate all teams working on recovery activities.
6.24.3.7 Facilities

6.24.3.7.1 Assessing office damage 
6.24.3.7.1.1 Perform walkthrough of main Frankfort facility to determine amount damage has occurred

6.24.3.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence 
6.24.3.7.2 Arranging security 

6.24.3.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.24.3.7.2.2 Notify the HP Global Emergency Support Line.
6.24.3.7.3 Arranging for alternate facilities, if needed 

6.24.3.7.3.1 Notify alternative backup site of requirement to switch to alternative File Services system.

6.24.3.7.3.2 Coordinate switchover with local network manager.

6.24.3.7.3.3 Consult with HP Corporate Real Estate for temporary work site. 

6.24.3.7.3.4 Consult with building landlord for temporary work site. 

6.24.3.7.4 Arranging transportation and travel 

6.24.3.7.4.1 Arrange transportation for data files, if necessary.

6.24.3.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.24.3.7.5 Coordinating asset removal  

6.24.3.7.5.1 Contact HP Facility Management vendor.

6.24.3.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary  

6.24.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.24.3.7.6.1 Contact landlord for building repair requirements.

6.24.3.7.6.2 Contact HP Corporate Real Estate for damage estimation services. 

6.24.3.7.6.3 Contact appropriate construction/service vendors for required repairs. 

6.24.3.8 Equipment and supplies

6.24.3.8.1 Obtaining office equipment as necessary 

6.24.3.8.1.1 Notify HP Purchasing for the need to purchase any hardware, software or replacement office furniture.
6.24.3.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.24.3.9 Personnel

6.24.3.9.1 Verifying personnel status 

6.24.3.9.1.1 Contact area managers to account for all personnel on site at time of disaster event. 

6.24.3.9.1.2 Review guest log book to determine if visitors are in the facility who need to be accounted for.  

6.24.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.24.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.24.3.9.2.2 Calls Security, if applicable. 

6.24.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.24.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.24.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.24.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.24.3.9.3.1 Completes the information on the Injury Report form.  

6.24.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.24.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.24.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.24.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.24.3.9.4 Arranging for temporary personnel 

6.24.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 

6.24.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 

6.24.3.10 Documenting recovery operations:

6.24.3.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.24.3.11 Emergency accounting procedures

6.24.3.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.24.3.12 Directing salvage efforts 

6.24.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.24.3.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.24.3.13 Arranging for basic support services 

6.24.3.13.1 Contact File Services backup site contact if backup site is required until outage is corrected.
6.24.3.13.2 Coordinate with backup site contact, Network manager and File Services Recovery team for switch over.
6.24.3.13.3 Coordinate with File Services Recovery team and corporate purchasing if replacement equipment is required.
6.24.3.14 Coordinating insurance claims 

6.24.3.14.1 Take pictures of damaged equipment or building.  

6.24.3.14.2 Contact landlord for insurance adjustment if property damage. 

6.24.3.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.
6.24.3.15 Analyzing records retention and salvage requirements 

6.24.3.15.1 Consult with File Services team lead to determine if outage event affects the retention of data as required in the RFP. 

6.24.3.15.2 Consult with the File Services team lead and Network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment. 

6.24.3.16 Monitoring recovery operations 

6.24.3.16.1 Contact File Services Recovery team every half hour status reports.
6.24.3.16.2 Contact network recovery manager every half hour status reports.
6.24.3.17 Reporting status to the Management Recovery Team

6.24.3.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.24.3.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.24.3.18 Disaster site

6.24.3.18.1 Contact HP Corporate Real Estate for alternative site arrangements.
6.24.3.18.2 Contact local landlord for alternative site arrangements.
6.24.3.18.3 Execute timeline to relocated existing services to temporary recovery site. 

6.24.3.19 Notifying postal and courier services 

6.24.3.19.1 Post notice of temporary recovery site for courier services on front doors. 

6.25 Call Center

6.25.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

6.25.1.1 Notifying Administrative Recovery team members  

6.25.1.1.1 Call Center team lead notifies Administrative Recovery team that a Level 1 outage/damage has occurred. 

6.25.1.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.25.1.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.25.1.3 Notifying appropriate recovery team managers 

6.25.1.3.1 Notify Call Center team lead.
6.25.1.3.2 Notify MMIS team manager.
6.25.1.4 Prioritizing actions and activities 

6.25.1.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.25.1.4.2 Authorize the Call Center team lead to resolve outage event.
6.25.1.5 Performing recovery action planning 

6.25.1.5.1 Notify all Administrative team members of event and meeting location.
6.25.1.5.2 Consult with Call Center team lead to determine nature of outage.
6.25.1.5.3 Notify all Management team members of event.
6.25.1.6 Facilities

6.25.1.6.1 Determine what level of damage to the MMIS support facilities, if applicable.
6.25.1.7 Assessing office damage 

6.25.1.7.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.25.1.7.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.25.1.8 Equipment and supplies

6.25.1.8.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.25.1.8.2 Order any supplies from normal office supply vendor, if warranted.
6.25.1.9 Personnel

6.25.1.9.1 Verifying personnel status 

6.25.1.9.1.1 Contact manager(s) of affected areas to determine employees status. 

6.25.1.9.1.2 Contact manager(s) of non-affected areas to determine employees status.
6.25.1.9.1.3 Initiate evacuation plan, if necessary.
6.25.1.9.2 Arranging for temporary personnel 

6.25.1.9.2.1 Contact manager(s) of affected areas to determine need for temporary staff.
6.25.1.9.2.2 Contact appropriate temporary agency for staffing neHP (see Appendix J).
6.25.1.10 Documenting recovery operations

6.25.1.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations.
6.25.1.11 Providing strategic direction to all recovery teams and personnel

6.25.1.11.1 Communicate priority of recovery to all recovery teams.
6.25.1.11.2 Coordinate all teams working on recovery activities.
6.25.1.12 Coordinating insurance claims 

6.25.1.12.1 Take pictures of damaged equipment or building.  

6.25.1.12.2 Contact landlord for insurance adjustment if property damage.
6.25.1.12.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  

6.25.1.13 Monitoring recovery operations 

6.25.1.13.1 Contact Call Center Recovery team lead every half hour status reports.
6.25.1.14 Reporting status to the Management Recovery Team 

6.25.1.14.1 Contact Management Recovery team hourly as to status of recovery activities.
6.25.1.14.2 Update recovery journal with hourly update to the Management Recovery team.
6.25.2 Level 2

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

6.25.2.1 Notifying Administrative Recovery team members  

6.25.2.1.1 Call Center team lead notifies Administrative Recovery team that a Level 2 outage/damage has occurred. 

6.25.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.25.2.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.25.2.3 Notifying appropriate recovery team managers 

6.25.2.3.1 Notify Call Center team lead.
6.25.2.3.2 Notify MMIS team manager.
6.25.2.3.3 Notify backup site contact, if applicable.
6.25.2.4 Prioritizing actions and activities 

6.25.2.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.25.2.4.2 Authorize the Call Center team lead to resolve outage event.
6.25.2.5 Performing recovery action planning 

6.25.2.5.1 Notify all Administrative team members of event and meeting location.
6.25.2.5.2 Consult with Call Center team lead to determine nature of outage.
6.25.2.5.3 Notify all Management team members of event.
6.25.2.6 Providing strategic direction to all recovery teams and personnel 

6.25.2.6.1 Communicate priority of recovery to all recovery teams.
6.25.2.6.2 Coordinate all teams working on recovery activities.
6.25.2.7 Facilities

6.25.2.7.1 Assessing office damage 

6.25.2.7.1.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.25.2.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.25.2.7.2 Arranging security 

6.25.2.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.25.2.7.2.2 Notify the HP Global Emergency Support Line. 

6.25.2.7.3 Arranging for alternate facilities, if needed 

6.25.2.7.3.1 Notify alternative backup site of requirement to switch to alternative Call Center system.
6.25.2.7.3.2 Coordinate switchover with local network manager.
6.25.2.7.4 Arranging transportation and travel 

6.25.2.7.4.1 Arrange transportation for data files, if necessary.
6.25.2.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.25.2.7.5 Coordinating asset removal  

6.25.2.7.5.1 Contact HP Facility Management vendor.
6.25.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.25.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.25.2.7.6.1 Contact landlord for building repair requirements.
6.25.2.7.6.2 Contact electric repair services.
6.25.2.8 Equipment and supplies

6.25.2.8.1 Obtaining office equipment as necessary 

6.25.2.8.1.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.25.2.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.25.2.9 Personnel

6.25.2.9.1 Verifying personnel status 

6.25.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.25.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.25.2.9.1.1.2 Calls Security, if applicable. 

6.25.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.25.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.25.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.25.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:

6.25.2.9.1.2.1 Completes the information on the Injury Report form.  

6.25.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.25.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.25.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.25.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.25.2.9.2 Arranging for temporary personnel

6.25.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary.

6.25.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 

6.25.2.10 Documenting recovery operations:

6.25.2.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.25.2.11 Emergency accounting procedures

6.25.2.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.25.2.12 Directing salvage efforts 

6.25.2.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.25.2.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.25.2.13 Arranging for basic support services 

6.25.2.13.1 Contact Call Center backup site contact if backup site is required until outage is corrected.
6.25.2.13.2 Coordinate with backup site contact, network manager and Call Center Recovery team for switchover.
6.25.2.13.3 Coordinate with Call Center Recovery team and corporate purchasing if replacement equipment is required. 

6.25.2.14 Coordinating insurance claims 

6.25.2.14.1 Take pictures of damaged equipment or building.  

6.25.2.14.2 Contact landlord for insurance adjustment if property damage.
6.25.2.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.   

6.25.2.15 Analyzing records retention and salvage requirements 

6.25.2.15.1 Consult with Call Center team lead to determine if outage event affects the retention of data as required in the RFP. 

6.25.2.15.2 Consult with the Call Center team lead and Network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.25.2.16 Monitoring recovery operations 

6.25.2.16.1 Contact Call Center Recovery team every half hour status reports.
6.25.2.17 Reporting status to the Management Recovery team

6.25.2.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.25.2.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.25.3 Level 3

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

6.25.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.25.3.1.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.25.3.2 Notifying Administrative Recovery team members  

6.25.3.2.1 Call Center team lead notifies Administrative Recovery team that a Level 3 outage/damage has occurred.
6.25.3.3 Notifying appropriate recovery team managers 

6.25.3.3.1 Notify Call Center team lead.
6.25.3.3.2 Notify MMIS team manager.
6.25.3.3.3 Notify backup site manager of activation of backup agreement.
6.25.3.4  Prioritizing actions and activities 

6.25.3.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.25.3.4.2 Authorize the Call Center team lead to resolve outage event.
6.25.3.5 Performing recovery action planning 

6.25.3.5.1 Notify all Administrative team members of event and meeting location.
6.25.3.5.2 Consult with Call Center team lead to determine nature of outage.
6.25.3.5.3 Notify all Management team members of event.
6.25.3.5.4 Consult with backup site manager on activation of backup requirements

6.25.3.6 Providing strategic direction to all recovery teams and personnel 

6.25.3.6.1 Communicate priority of recovery to all recovery teams.
6.25.3.6.2 Coordinate all teams working on recovery activities.
6.25.3.7 Facilities

6.25.3.7.1 Assessing office damage 

6.25.3.7.1.1 Perform walkthrough of main Frankfort facility to determine amount damage has occurred.
6.25.3.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 
6.25.3.7.2 Arranging security 

6.25.3.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.25.3.7.2.2 Notify the HP Global Emergency Support Line.
6.25.3.7.3 Arranging for alternate facilities, if needed 

6.25.3.7.3.1 Notify alternative backup site of requirement to switch to alternative Call Center system.
6.25.3.7.3.2 Coordinate switchover with local network manager.
6.25.3.7.3.3 Consult with HP Corporate Real Estate for temporary work site.
6.25.3.7.3.4 Consult with building landlord for temporary work site.
6.25.3.7.4 Arranging transportation and travel 

6.25.3.7.4.1 Arrange transportation for data files, if necessary.
6.25.3.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.25.3.7.5 Coordinating asset removal  

6.25.3.7.5.1 Contact HP Facility Management vendor.
6.25.3.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.25.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.25.3.7.6.1 Contact landlord for building repair requirements.
6.25.3.7.6.2 Contact HP Corporate Real Estate for damage estimation services. 

6.25.3.7.6.3 Contact appropriate construction/ service vendors for required repairs.
6.25.3.8 Equipment and supplies

6.25.3.8.1 Obtaining office equipment as necessary 

6.25.3.8.1.1 Notify HP Purchasing for the need to purchase any hardware, software or replacement office furniture.
6.25.3.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.25.3.9 Personnel

6.25.3.9.1 Verifying personnel status 

6.25.3.9.1.1 Contact area managers to account for all personnel on site at time of disaster event. 

6.25.3.9.1.2 Review guest log book to determine if visitors are in the facility who need to be accounted for.  

6.25.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.25.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.25.3.9.2.2 Calls Security, if applicable. 

6.25.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.25.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.25.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.25.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.25.3.9.3.1 Completes the information on the Injury Report form.  

6.25.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.25.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.25.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.25.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.25.3.9.4 Arranging for temporary personnel 

6.25.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 

6.25.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 

6.25.3.10 Documenting recovery operations:

6.25.3.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.25.3.11 Emergency accounting procedures

6.25.3.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.25.3.12 Directing salvage efforts 

6.25.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.25.3.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.25.3.13 Arranging for basic support services 

6.25.3.13.1 Contact Call Center backup site contact if backup site is required until outage is corrected.
6.25.3.13.2 Coordinate with backup site contact, Network manager and Call Center Recovery team for switchover.
6.25.3.13.3 Coordinate with Call Center Recovery team and corporate purchasing if replacement equipment is required. 

6.25.3.14 Coordinating insurance claims 

6.25.3.14.1 Take pictures of damaged equipment or building. 
6.25.3.14.2 Contact landlord for insurance adjustment if property damage. 

6.25.3.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.
6.25.3.15 Analyzing records retention and salvage requirements 

6.25.3.15.1 Consult with Call Center team lead to determine if outage event affects the retention of data as required in the RFP. 

6.25.3.15.2 Consult with the Call Center team lead and Network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.25.3.16 Monitoring recovery operations 

6.25.3.16.1 Contact Call Center Recovery team every half hour status reports.
6.25.3.16.2 Contact network recovery manager every half hour status reports.
6.25.3.17 Reporting status to the Management Recovery team

6.25.3.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.25.3.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.25.3.18 Disaster site

6.25.3.18.1 Contact HP Corporate Real Estate for alternative site arrangements.
6.25.3.18.2 Contact local landlord for alternative site arrangements.

6.25.3.18.3 Execute timeline to relocated existing services to temporary recovery site.
6.25.3.19 Notifying postal and courier services 

6.25.3.19.1 Post notice of temporary recovery site for courier services on front doors.
6.26 Print Services

6.26.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

6.26.1.1 Notifying Administrative Recovery team members  

6.26.1.1.1 Print Services team lead notifies Administrative Recovery team that a Level 1 outage/damage has occurred. 

6.26.1.2 6.20.1.2. Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.26.1.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.26.1.3 Notifying appropriate recovery team managers 

6.26.1.3.1 Notify Print Services team lead.
6.26.1.3.2 Notify MMIS team manager.
6.26.1.4 Prioritizing actions and activities 

6.26.1.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.26.1.4.2 Authorize the Print Services team lead to resolve outage event.
6.26.1.5 Performing recovery action planning 

6.26.1.5.1 Notify all Administrative team members of event and meeting location.
6.26.1.5.2 Consult with Print Services team lead to determine nature of outage.
6.26.1.5.3 Notify all Management team members of event.
6.26.1.6 Facilities

6.26.1.6.1 Determine what level of damage to the MMIS support facilities, if applicable.
6.26.1.7 Assessing office damage 

6.26.1.7.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.26.1.7.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence.
6.26.1.8 Equipment and supplies

6.26.1.8.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.26.1.8.2 Order any supplies from normal office supply vendor, if warranted.
6.26.1.9 Personnel

6.26.1.9.1 Verifying personnel status 

6.26.1.9.1.1 Contact manager(s) of affected areas to determine employees status. 

6.26.1.9.1.2 Contact manager(s) of non-affected areas to determine employees status.
6.26.1.9.1.3 Initiate evacuation plan, if necessary.
6.26.1.9.2 Arranging for temporary personnel 

6.26.1.9.2.1 Contact manager(s) of affected areas to determine need for temporary staff.
6.26.1.9.2.2 Contact appropriate temporary agency for staffing neHP (see Appendix J).
6.26.1.10 Documenting recovery operations

6.26.1.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations.
6.26.1.11 Providing strategic direction to all recovery teams and personnel

6.26.1.11.1 Communicate priority of recovery to all recovery teams.
6.26.1.11.2 Coordinate all teams working on recovery activities.
6.26.1.12 Coordinating insurance claims 

6.26.1.12.1 Take pictures of damaged equipment or building.  

6.26.1.12.2 Contact landlord for insurance adjustment if property damage.
6.26.1.12.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  

6.26.1.13 Monitoring recovery operations 

6.26.1.13.1 Contact Print Services Recovery team lead every half hour status reports.
6.26.1.14 Reporting status to the Management Recovery Team 

6.26.1.14.1 Contact Management Recovery team hourly as to status of recovery activities.
6.26.1.14.2 Update recovery journal with hourly update to the Management Recovery team.
6.26.2 Level 2

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

6.26.2.1 Notifying Administrative Recovery team members  

6.26.2.1.1 Print Services team lead notifies Administrative Recovery team that a Level 2 outage/damage has occurred. 

6.26.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.26.2.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.26.2.3 Notifying appropriate recovery team managers 

6.26.2.3.1 Notify Print Services team lead. 

6.26.2.3.2 Notify MMIS team manager.
6.26.2.3.3 Notify backup site contact, if applicable.
6.26.2.4 Prioritizing actions and activities 

6.26.2.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.26.2.4.2 Authorize the Print Services team lead to resolve outage event.
6.26.2.5 Performing recovery action planning 

6.26.2.5.1 Notify all Administrative team members of event and meeting location.
6.26.2.5.2 Consult with Print Services team lead to determine nature of outage.
6.26.2.5.3 Notify all Management team members of event.
6.26.2.6 Providing strategic direction to all recovery teams and personnel 

6.26.2.6.1 Communicate priority of recovery to all recovery teams.
6.26.2.6.2 Coordinate all teams working on recovery activities.
6.26.2.7 Facilities

6.26.2.7.1 Assessing office damage 

6.26.2.7.1.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.26.2.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence.
6.26.2.7.2 Arranging security 

6.26.2.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.26.2.7.2.2 Notify the HP Global Emergency Support Line. 

6.26.2.7.3 Arranging for alternate facilities, if needed 

6.26.2.7.3.1 Notify alternative backup site of requirement to switch to alternative Print Services system.
6.26.2.7.3.2 Coordinate switchover with local network manager.
6.26.2.7.4 Arranging transportation and travel 

6.26.2.7.4.1 Arrange transportation for data files, if necessary.
6.26.2.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.26.2.7.5 Coordinating asset removal  

6.26.2.7.5.1 Contact HP Facility Management vendor.
6.26.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.26.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.26.2.7.6.1 Contact landlord for building repair requirements.
6.26.2.7.6.2 Contact electric repair services. 

6.26.2.8 Equipment and supplies

6.26.2.8.1 Obtaining office equipment as necessary 

6.26.2.8.1.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.26.2.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.26.2.9 Personnel

6.26.2.9.1 Verifying personnel status 

6.26.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.26.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.26.2.9.1.1.2 Calls Security, if applicable. 

6.26.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.26.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.26.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.26.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:

6.26.2.9.1.2.1 Completes the information on the Injury Report form.  

6.26.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.26.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.26.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.26.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.26.2.9.2 Arranging for temporary personnel

6.26.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary.

6.26.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 

6.26.2.10 Documenting recovery operations:

6.26.2.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.26.2.11 Emergency accounting procedures

6.26.2.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.26.2.12 Directing salvage efforts 

6.26.2.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.26.2.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.26.2.13 Arranging for basic support services 

6.26.2.13.1 Contact Print Services backup site contact if backup site is required until outage is corrected.
6.26.2.13.2 Coordinate with backup site contact, Network manager and Print Services Recovery team for switch over.
6.26.2.13.3 Coordinate with Print Services Recovery team and corporate purchasing if replacement equipment is required.
6.26.2.14 Coordinating insurance claims 

6.26.2.14.1 Take pictures of damaged equipment or building.  

6.26.2.14.2 Contact landlord for insurance adjustment if property damage. 

6.26.2.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.   

6.26.2.15 Analyzing records retention and salvage requirements 

6.26.2.15.1 Consult with Print Services team lead to determine if outage event affects the retention of data as required in the RFP. 

6.26.2.15.2 Consult with the Print Services team lead and Network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.26.2.16 Monitoring recovery operations 

6.26.2.16.1 Contact Print Services Recovery team every half hour status reports.
6.26.2.17 Reporting status to the Management Recovery team

6.26.2.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.26.2.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.26.3 Level 3

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

6.26.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery Team  
6.26.3.1.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.26.3.2 Notifying Administrative Recovery team Members  

6.26.3.2.1 Print Services team lead notifies Administrative Recovery team that a Level 3 outage/damage has occurred. 

6.26.3.3 Notifying appropriate recovery team managers 

6.26.3.3.1 Notify Print Services team lead. 

6.26.3.3.2 Notify MMIS team manager.
6.26.3.3.3 Notify backup site manager of activation of backup agreement.
6.26.3.4  Prioritizing actions and activities 

6.26.3.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.26.3.4.2 Authorize the Print Services team manager to resolve outage event.
6.26.3.5 Performing recovery action planning 

6.26.3.5.1 Notify all Administrative team members of event and meeting location.
6.26.3.5.2 Consult with Print Services team lead to determine nature of outage.
6.26.3.5.3 Notify all Management team members of event.
6.26.3.5.4 Consult with backup site manager on activation of backup requirements.
6.26.3.6 Providing strategic direction to all recovery teams and personnel 

6.26.3.6.1 Communicate priority of recovery to all recovery teams.
6.26.3.6.2 Coordinate all teams working on recovery activities.
6.26.3.7 Facilities

6.26.3.7.1 Assessing office damage 

6.26.3.7.1.1 Perform walkthrough of main Frankfort facility to determine amount damage has occurred.
6.26.3.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 
6.26.3.7.2 Arranging security 

6.26.3.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.26.3.7.2.2 Notify the HP Global Emergency Support Line. 

6.26.3.7.3 Arranging for alternate facilities, if needed 

6.26.3.7.3.1 Notify alternative backup site of requirement to switch to alternative Print Services system.
6.26.3.7.3.2 Coordinate switchover with local network manager.
6.26.3.7.3.3 Consult with HP Corporate Real Estate for temporary work site.
6.26.3.7.3.4 Consult with building landlord for temporary work site. 

6.26.3.7.4 Arranging transportation and travel 

6.26.3.7.4.1 Arrange transportation for data files, if necessary.
6.26.3.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.26.3.7.5 Coordinating asset removal  

6.26.3.7.5.1 Contact HP Facility Management vendor.
6.26.3.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.26.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.26.3.7.6.1 Contact landlord for building repair requirements.
6.26.3.7.6.2 Contact HP Corporate Real Estate for damage estimation services.
6.26.3.7.6.3 Contact appropriate construction/ service vendors for required repairs.
6.26.3.8 Equipment and supplies

6.26.3.8.1 Obtaining office equipment as necessary 

6.26.3.8.2 Notify HP Purchasing for the need to purchase any hardware, software or replacement office furniture.
6.26.3.8.3 Order any supplies from normal office supply vendor, if warranted.
6.26.3.9 Personnel

6.26.3.9.1 Verifying personnel status 

6.26.3.9.1.1 Contact area managers to account for all personnel on site at time of disaster event. 

6.26.3.9.1.2 Review guest log book to determine if visitors are in the facility who need to be accounted for.  

6.26.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.26.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.26.3.9.2.2 Calls Security, if applicable. 

6.26.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.26.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.26.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.26.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.26.3.9.3.1 Completes the information on the Injury Report form.  

6.26.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.26.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.26.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.26.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.26.3.9.4 Arranging for temporary personnel 

6.26.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 

6.26.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 

6.26.3.10 Documenting recovery operations:

6.26.3.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.26.3.11 Emergency accounting procedures

6.26.3.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.26.3.12 Directing salvage efforts 

6.26.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.26.3.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.26.3.13 Arranging for basic support services 

6.26.3.13.1 Contact Print Services backup site contact if backup site is required until outage is corrected.
6.26.3.13.2 Coordinate with backup site contact, Network manager and Print Services Recovery team for switch over.
6.26.3.13.3 Coordinate with Print Services Recovery team and corporate purchasing if replacement equipment is required. 

6.26.3.14 Coordinating insurance claims 

6.26.3.14.1 Using a digital camera, take pictures of damage equipment or building.  

6.26.3.14.2 Contact landlord for insurance adjustment if property damage. 

6.26.3.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.
6.26.3.15 Analyzing records retention and salvage requirements 

6.26.3.15.1 Consult with Print Services team lead to determine if outage event affects the retention of data as required in the RFP. 

6.26.3.15.2 Consult with the Print Services team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.26.3.16 Monitoring recovery operations 

6.26.3.16.1 Contact Print Services Recovery team lead every half hour status reports.
6.26.3.16.2 Contact Network Recovery manager every half hour status reports.
6.26.3.17 Reporting status to the Management Recovery team

6.26.3.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.26.3.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.26.3.18 Disaster site

6.26.3.18.1 Contact HP Corporate Real Estate for alternative site arrangements

6.26.3.18.2 Contact local landlord for alternative site arrangements.
6.26.3.18.3 Execute timeline to relocated existing services to temporary recovery site. 

6.26.3.19 Notifying postal and courier services 

6.26.3.19.1 Post notice of temporary recovery site for courier services on front doors. 

6.27 Voice Communications

6.27.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

6.27.1.1 Notifying Administrative Recovery team members  

6.27.1.1.1 Voice Communications team lead notifies Administrative Recovery team that a Level 1 outage/damage has occurred. 

6.27.1.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.27.1.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.27.1.3 Notifying appropriate recovery team managers 

6.27.1.3.1 Notify Voice Communications team lead.
6.27.1.3.2 Notify MMIS team manager.
6.27.1.4 Prioritizing actions and activities 

6.27.1.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.27.1.4.2 Authorize the Voice Communications team lead to resolve outage event.
6.27.1.5 Performing recovery action planning 

6.27.1.5.1 Notify all Administrative team members of event and meeting location.
6.27.1.5.2 Consult with Voice Communications team lead to determine nature of outage.
6.27.1.5.3 Notify all Management team members of event.
6.27.1.6 Facilities

6.27.1.6.1 Determine what level of damage to the MMIS support facilities, if applicable.
6.27.1.7 Assessing office damage 

6.27.1.7.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.27.1.7.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence.
6.27.1.8 Equipment and supplies

6.27.1.8.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.27.1.8.2 Order any supplies from normal office supply vendor, if warranted.
6.27.1.9 Personnel

6.27.1.9.1 Verifying personnel status 

6.27.1.9.1.1 Contact manager(s) of affected areas to determine employees status. 

6.27.1.9.1.2 Contact manager(s) of non-affected areas to determine employees status.
6.27.1.9.1.3 Initiate evacuation plan, if necessary...
6.27.1.9.2 Arranging for temporary personnel 

6.27.1.9.2.1 Contact manager(s) of affected areas to determine need for temporary staff.
6.27.1.9.2.2 Contact appropriate temporary agency for staffing neHP (see Appendix J).
6.27.1.10 Documenting recovery operations

6.27.1.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations.
6.27.1.11 Providing strategic direction to all recovery teams and personnel

6.27.1.11.1 Communicate priority of recovery to all recovery teams.
6.27.1.11.2 Coordinate all teams working on recovery activities.
6.27.1.12 Coordinating insurance claims 

6.27.1.12.1 Using a digital camera, take pictures of damage equipment or building.  

6.27.1.12.2 Contact landlord for insurance adjustment if property damage.
6.27.1.12.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  

6.27.1.13 Monitoring recovery operations 

6.27.1.13.1 Contact Voice Communications Recovery team lead every half hour status reports.
6.27.1.14 Reporting status to the Management Recovery Team 

6.27.1.14.1 Contact Management Recovery team hourly as to status of recovery activities.
6.27.1.14.2 Update recovery journal with hourly update to the Management Recovery team.
6.27.2 Level 2

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

6.27.2.1 Notifying Administrative Recovery team members  

6.27.2.1.1 Voice Communications team lead notifies Administrative Recovery team that a Level 2 outage/damage has occurred. 

6.27.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.27.2.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.27.2.3 Notifying appropriate recovery team managers 

6.27.2.3.1 Notify Voice Communications team lead.
6.27.2.3.2 Notify MMIS team manager.
6.27.2.3.3 Notify backup site contact, if applicable.
6.27.2.4  Prioritizing actions and activities 

6.27.2.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.27.2.4.2 Authorize the Voice Communications team lead to resolve outage event.
6.27.2.5 Performing recovery action planning 

6.27.2.5.1 Notify all Administrative team members of event and meeting location.
6.27.2.5.2 Consult with Voice Communications team lead to determine nature of outage.
6.27.2.5.3 Notify all Management team members of event.
6.27.2.6 Providing strategic direction to all recovery teams and personnel 

6.27.2.6.1 Communicate priority of recovery to all recovery teams.
6.27.2.6.2 Coordinate all teams working on recovery activities.
6.27.2.7 Facilities

6.27.2.7.1 Assessing office damage 

6.27.2.7.1.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.27.2.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.27.2.7.2 Arranging security 

6.27.2.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.27.2.7.2.2 Notify the HP Global Emergency Support Line. 

6.27.2.7.3 Arranging for alternate facilities, if needed 

6.27.2.7.3.1 Notify alternative backup site of requirement to switch to alternative Voice Communications system.
6.27.2.7.3.2 Coordinate switch over with local network manager.
6.27.2.7.4 Arranging transportation and travel 

6.27.2.7.4.1 Arrange transportation for data files, if necessary.
6.27.2.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.27.2.7.5 Coordinating asset removal  

6.27.2.7.5.1 Contact HP Facility Management vendor.
6.27.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.27.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.27.2.7.6.1 Contact landlord for building repair requirements.
6.27.2.7.6.2 Contact electric repair services. 

6.27.2.8 Equipment and supplies

6.27.2.8.1 Obtaining office equipment as necessary 

6.27.2.8.1.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.27.2.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.27.2.9 Personnel

6.27.2.9.1 Verifying personnel status 

6.27.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.27.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.27.2.9.1.1.2 Calls Security, if applicable. 

6.27.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.27.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.27.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.27.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:

6.27.2.9.1.2.1 Completes the information on the Injury Report form.  

6.27.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.27.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.27.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.27.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.27.2.9.2 Arranging for temporary personnel

6.27.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary.

6.27.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 

6.27.2.10 Documenting recovery operations:

6.27.2.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.27.2.11 Emergency accounting procedures

6.27.2.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.27.2.12 Directing salvage efforts 

6.27.2.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.27.2.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.27.2.13 Arranging for basic support services 

6.27.2.13.1 Contact Voice Communications backup site contact if backup site is required until outage is corrected.
6.27.2.13.2 Coordinate with backup site contact, network manager and Voice Communications Recovery team for switchover.
6.27.2.13.3 Coordinate with Voice Communications Recovery team and Corporate Purchasing if replacement equipment is required. 

6.27.2.14 Coordinating insurance claims 

6.27.2.14.1 Using a digital camera, take pictures of damage equipment or building.  

6.27.2.14.2 Contact landlord for insurance adjustment if property damage. 

6.27.2.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.   

6.27.2.15 Analyzing records retention and salvage requirements 

6.27.2.15.1 Consult with Voice Communications team lead to determine if outage event affects the retention of data as required in the RFP. 

6.27.2.15.2 Consult with the Voice Communications team lead and Network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment. 

6.27.2.16 Monitoring recovery operations 

6.27.2.16.1 Contact Voice Communications Recovery team lead every half hour status reports.
6.27.2.17 Reporting status to the Management Recovery team

6.27.2.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.27.2.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.27.3 Level 3

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

6.27.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.27.3.1.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.27.3.2 Notifying Administrative Recovery team members  

6.27.3.2.1 Voice Communications team lead notifies Administrative Recovery team that a Level 3 outage/damage has occurred. 

6.27.3.3 Notifying appropriate recovery team managers 

6.27.3.3.1 Notify Voice Communications team lead.
6.27.3.3.2 Notify MMIS team manager.
6.27.3.3.3 Notify backup site manager of activation of backup agreement.
6.27.3.4  Prioritizing actions and activities 

6.27.3.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.27.3.4.2 Authorize the Voice Communications team lead to resolve outage event.
6.27.3.5 Performing recovery action planning 

6.27.3.5.1 Notify all Administrative team members of event and meeting location.
6.27.3.5.2 Consult with Voice Communications team lead to determine nature of outage.
6.27.3.5.3 Notify all Management team members of event.
6.27.3.5.4 Consult with backup site manager on activation of backup requirements.
6.27.3.6 Providing strategic direction to all recovery teams and personnel 

6.27.3.6.1 Communicate priority of recovery to all recovery teams.
6.27.3.6.2 Coordinate all teams working on recovery activities.
6.27.3.7 Facilities

6.27.3.7.1 Assessing office damage 

6.27.3.7.1.1 Perform walkthrough of main Frankfort facility to determine amount damage has occurred.
6.27.3.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence 
6.27.3.7.2 Arranging security 

6.27.3.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.27.3.7.2.2 Notify the HP Global Emergency Support Line.
6.27.3.7.3 Arranging for alternate facilities, if needed 

6.27.3.7.3.1 Notify alternative backup site of requirement to switch to alternative Voice Communications system.
6.27.3.7.3.2 Coordinate switch over with local network manager.
6.27.3.7.3.3 Consult with HP Corporate Real Estate for temporary work site. 

6.27.3.7.3.4 Consult with building landlord for temporary work site. 

6.27.3.7.4 Arranging transportation and travel 

6.27.3.7.4.1 Arrange transportation for data files, if necessary.
6.27.3.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.27.3.7.5 Coordinating asset removal  

6.27.3.7.5.1 Contact HP Facility Management vendor.
6.27.3.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.27.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.27.3.7.6.1 Contact landlord for building repair requirements.
6.27.3.7.6.2 Contact HP Corporate Real Estate for damage estimation services.
6.27.3.7.6.3 Contact appropriate construction/ service vendors for required repairs.
6.27.3.8 Equipment and supplies

6.27.3.8.1 Obtaining office equipment as necessary 

6.27.3.8.1.1 Notify HP Purchasing for the need to purchase any hardware, software or replacement office furniture.
6.27.3.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.27.3.9 Personnel

6.27.3.9.1 Verifying personnel status 

6.27.3.9.1.1 Contact area managers to account for all personnel on site at time of disaster event. 

6.27.3.9.1.2 Review guest log book to determine if visitors are in the facility who need to be accounted for.  

6.27.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.27.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.27.3.9.2.2 Calls Security, if applicable. 

6.27.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.27.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.27.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.27.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.27.3.9.3.1 Completes the information on the Injury Report form.  

6.27.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.27.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.27.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.27.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.27.3.9.4 Arranging for temporary personnel 

6.27.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 

6.27.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 

6.27.3.10 Documenting recovery operations:

6.27.3.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.27.3.11 Emergency accounting procedures

6.27.3.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.27.3.12 Directing salvage efforts 

6.27.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.27.3.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.27.3.13 Arranging for basic support services 

6.27.3.13.1 Contact Voice Communications backup site contact if backup site is required until outage is corrected.
6.27.3.13.2 Coordinate with backup site contact, network manager and Voice Communications Recovery team for switchover.
6.27.3.13.3 Coordinate with Voice Communications Recovery team and Corporate Purchasing if replacement equipment is required.

6.27.3.14 Coordinating insurance claims 

6.27.3.14.1 Take pictures of damaged equipment or building.  

6.27.3.14.2 Contact landlord for insurance adjustment if property damage. 

6.27.3.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.
6.27.3.15 Analyzing records retention and salvage requirements 

6.27.3.15.1 Consult with Voice Communications team lead to determine if outage event affects the retention of data as required in the RFP. 

6.27.3.15.2 Consult with the Voice Communications team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.27.3.16 Monitoring recovery operations 

6.27.3.16.1 Contact Voice Communications Recovery team every half hour status reports.
6.27.3.16.2 Contact network recovery manager every half hour status reports.
6.27.3.17 Reporting status to the Management Recovery Team

6.27.3.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.27.3.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.27.3.18 Disaster site

6.27.3.18.1 Contact HP Corporate Real Estate for alternative site arrangements.
6.27.3.18.2 Contact local landlord for alternative site arrangements.
6.27.3.18.3 Execute timeline to relocated existing services to temporary recovery site. 

6.27.3.19 Notifying postal and courier services 

6.27.3.19.1 Post notice of temporary recovery site for courier services on front doors. 

6.28 Data Communications

6.28.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

6.28.1.1 Notifying Administrative Recovery team members  

6.28.1.1.1 Data Communications team lead notifies Administrative Recovery team that a Level 1 outage/damage ha occurred. 

6.28.1.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.28.1.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.28.1.3 Notifying appropriate recovery team managers 

6.28.1.3.1 Notify Data Communications team lead. 

6.28.1.3.2 Notify MMIS team manager.
6.28.1.4 Prioritizing actions and activities 

6.28.1.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.28.1.4.2 Authorize the Data Communications team lead to resolve outage event.
6.28.1.5 Performing recovery action planning 

6.28.1.5.1 Notify all Administrative team members of event and meeting location.
6.28.1.5.2 Consult with Data Communications team lead to determine nature of outage.
6.28.1.5.3 Notify all Management team members of event.
6.28.1.6 Facilities

6.28.1.6.1 Determine what level of damage to the MMIS support facilities, if applicable.
6.28.1.7 Assessing office damage 

6.28.1.7.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.28.1.7.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.28.1.8 Equipment and supplies

6.28.1.8.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.28.1.8.2 Order any supplies from normal office supply vendor, if warranted.
6.28.1.9 Personnel

6.28.1.9.1 Verifying personnel status 

6.28.1.9.1.1 Contact manager(s) of affected areas to determine employees status. 

6.28.1.9.1.2 Contact manager(s) of non-affected areas to determine employees status.
6.28.1.9.1.3 Initiate evacuation plan, if necessary.
6.28.1.9.2 Arranging for temporary personnel 

6.28.1.9.2.1 Contact manager(s) of affected areas to determine need for temporary staff.
6.28.1.9.2.2 Contact appropriate temporary agency for staffing neHP (see Appendix J).
6.28.1.10 Documenting recovery operations

6.28.1.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations.
6.28.1.11 Providing strategic direction to all recovery teams and personnel

6.28.1.11.1 Communicate priority of recovery to all recovery teams.
6.28.1.11.2 Coordinate all teams working on recovery activities.
6.28.1.12 Coordinating insurance claims 

6.28.1.12.1 Using a digital camera take pictures of damage equipment or building.  

6.28.1.12.2 Contact landlord for insurance adjustment if property damage.
6.28.1.12.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  

6.28.1.13 Monitoring recovery operations 

6.28.1.13.1 Contact Data Communications recovery team lead every half hour status reports.
6.28.1.14 Reporting status to the Management Recovery team 

6.28.1.14.1 Contact Management Recovery team hourly as to status of recovery activities.
6.28.1.14.2 Update recovery journal with hourly update to the Management Recovery team.
6.28.2 Level 2

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

6.28.2.1 Notifying Administrative Recovery team members  

6.28.2.1.1 Data Communications team lead notifies Administrative Recovery team that a Level 2 outage/damage has occurred. 

6.28.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.28.2.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.28.2.3 Notifying appropriate recovery team managers 

6.28.2.3.1 Notify Data Communications team lead.
6.28.2.3.2 Notify MMIS team manager.
6.28.2.3.3 Notify backup site contact, if applicable.
6.28.2.4  Prioritizing actions and activities 

6.28.2.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.28.2.4.2 Authorize the Data Communications team lead to resolve outage event.
6.28.2.5 Performing recovery action planning 

6.28.2.5.1 Notify all Administrative team members of event and meeting location.
6.28.2.5.2 Consult with Data Communications team lead to determine nature of outage.
6.28.2.5.3 Notify all Management team members of event.
6.28.2.6 Providing strategic direction to all recovery teams and personnel 

6.28.2.6.1 Communicate priority of recovery to all recovery teams.
6.28.2.6.2 Coordinate all teams working on recovery activities.
6.28.2.7 Facilities

6.28.2.7.1 Assessing office damage 

6.28.2.7.1.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.28.2.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.28.2.7.2 Arranging security 

6.28.2.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.28.2.7.2.2 Notify the HP Global Emergency Support Line. 

6.28.2.7.3 Arranging for alternate facilities, if needed 

6.28.2.7.3.1 Notify alternative backup site of requirement to switch to alternative Data Communications system.
6.28.2.7.3.2 Coordinate switch over with local network manager.
6.28.2.7.4 Arranging transportation and travel 

6.28.2.7.4.1 Arrange transportation for data files, if necessary.
6.28.2.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.28.2.7.5 Coordinating asset removal  

6.28.2.7.5.1 Contact HP Facility Management vendor.
6.28.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.28.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.28.2.7.6.1 Contact landlord for building repair requirements.
6.28.2.7.6.2 Contact electric repair services. 

6.28.2.8 Equipment and supplies

6.28.2.8.1 Obtaining office equipment as necessary 

6.28.2.8.1.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.28.2.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.28.2.9 Personnel

6.28.2.9.1 Verifying personnel status 

6.28.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.28.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.28.2.9.1.1.2 Calls Security, if applicable. 

6.28.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.28.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.28.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.28.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:

6.28.2.9.1.2.1 Completes the information on the Injury Report form.  

6.28.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.28.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.28.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.28.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.28.2.9.2 Arranging for temporary personnel

6.28.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary.

6.28.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 

6.28.2.10 Documenting recovery operations:

6.28.2.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.28.2.11 Emergency accounting procedures

6.28.2.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.28.2.12 Directing salvage efforts 

6.28.2.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.28.2.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.28.2.13 Arranging for basic support services 

6.28.2.13.1 Contact Data Communications backup site contact if backup site is required until outage is corrected.
6.28.2.13.2 Coordinate with backup site contact, network manager and Data Communications Recovery team for switchover.
6.28.2.13.3 Coordinate with Data Communications Recovery team and Corporate Purchasing if replacement equipment is required. 

6.28.2.14 Coordinating insurance claims 

6.28.2.14.1 Take pictures of damaged equipment or building.  

6.28.2.14.2 Contact landlord for insurance adjustment if property damage. 

6.28.2.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.   

6.28.2.15 Analyzing records retention and salvage requirements 

6.28.2.15.1 Consult with Data Communications team lead to determine if outage event affects the retention of data as required in the RFP. 

6.28.2.15.2 Consult with the Data Communications team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.28.2.16 Monitoring recovery operations 

6.28.2.16.1 Contact Data Communications Recovery team lead every half hour status reports.
6.28.2.17 Reporting status to the Management Recovery team

6.28.2.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.28.2.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.28.3 Level 3

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

6.28.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.28.3.1.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.28.3.2 Notifying Administrative Recovery team members  

6.28.3.2.1 Data Communications team lead notifies Administrative Recovery team that a Level 3 outage/damage has occurred. 

6.28.3.3 Notifying appropriate recovery team managers 

6.28.3.3.1 Notify Data Communications team lead. 

6.28.3.3.2 Notify MMIS team manager.
6.28.3.3.3 Notify backup site manager of activation of backup agreement.
6.28.3.4  Prioritizing actions and activities 

6.28.3.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.28.3.4.2 Authorize the Data Communications team lead to resolve outage event.
6.28.3.5 Performing recovery action planning 

6.28.3.5.1 Notify all Administrative team members of event and meeting location.
6.28.3.5.2 Consult with Data Communications team lead to determine nature of outage.
6.28.3.5.3 Notify all Management team members of event.
6.28.3.5.4 Consult with backup site manager on activation of backup requirements.
6.28.3.6 Providing strategic direction to all recovery teams and personnel 

6.28.3.6.1 Communicate priority of recovery to all recovery teams.
6.28.3.6.2 Coordinate all teams working on recovery activities.
6.28.3.7 Facilities

6.28.3.7.1 Assessing office damage 

6.28.3.7.1.1 Perform walkthrough of main Frankfort facility to determine amount damage has occurred.
6.28.3.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 
6.28.3.7.2 Arranging security 

6.28.3.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.28.3.7.2.2 Notify the HP Global Emergency Support Line. 

6.28.3.7.3 Arranging for alternate facilities, if needed 

6.28.3.7.3.1 Notify alternative backup site of requirement to switch to alternative Data Communications system.
6.28.3.7.3.2 Coordinate switchover with local network manager.
6.28.3.7.3.3 Consult with HP Corporate Real Estate for temporary work site. 

6.28.3.7.3.4 Consult with building landlord for temporary work site. 

6.28.3.7.4 Arranging transportation and travel 

6.28.3.7.4.1 Arrange transportation for data files, if necessary.
6.28.3.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.28.3.7.5 Coordinating asset removal  

6.28.3.7.5.1 Contact HP Facility Management vendor.
6.28.3.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.28.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.28.3.7.6.1 Contact landlord for building repair requirements.
6.28.3.7.6.2 Contact HP Corporate Real Estate for damage estimation services. 

6.28.3.7.6.3 Contact appropriate construction/service vendors for required repairs. 
6.28.3.8 Equipment and supplies

6.28.3.8.1 Obtaining office equipment as necessary 

6.28.3.8.1.1 Notify HP Purchasing for the need to purchase any hardware, software or replacement office furniture.
6.28.3.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.28.3.9 Personnel

6.28.3.9.1 Verifying personnel status 

6.28.3.9.1.1 Contact area managers to account for all personnel on site at time of disaster event. 

6.28.3.9.1.2 Review guest log book to determine if visitors are in the facility who need to be accounted for.  

6.28.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.28.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.28.3.9.2.2 Calls Security, if applicable. 

6.28.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.28.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.28.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.28.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.28.3.9.3.1 Completes the information on the Injury Report form.  

6.28.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.28.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.28.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.28.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.28.3.9.4 Arranging for temporary personnel 

6.28.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 

6.28.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 

6.28.3.10 Documenting recovery operations:

6.28.3.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.28.3.11 Emergency accounting procedures

6.28.3.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.28.3.12 Directing salvage efforts 

6.28.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.28.3.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.28.3.13 Arranging for basic support services 

6.28.3.13.1 Contact Data Communications backup site contact if backup site is required until outage is corrected.
6.28.3.13.2 Coordinate with backup site contact, Network manager and Data Communications Recovery team for switchover.
6.28.3.13.3 Coordinate with Data Communications Recovery team and corporate purchasing if replacement equipment is required. 

6.28.3.14 Coordinating insurance claims 

6.28.3.14.1 Take pictures of damaged equipment or building.  

6.28.3.14.2 Contact landlord for insurance adjustment if property damage. 

6.28.3.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.
6.28.3.15 Analyzing records retention and salvage requirements 

6.28.3.15.1 Consult with Data Communications team lead to determine if outage event affects the retention of data as required in the RFP. 

6.28.3.15.2 Consult with the Data Communications team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.28.3.16 Monitoring recovery operations 

6.28.3.16.1 Contact Data Communications Recovery team lead every half hour status reports.
6.28.3.16.2 Contact Network Recovery manager every half hour status reports.
6.28.3.17 Reporting status to the Management Recovery Team

6.28.3.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.28.3.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.28.3.18 Disaster site

6.28.3.18.1 Contact HP Corporate Real Estate for alternative site arrangements.
6.28.3.18.2 Contact local landlord for alternative site arrangements.
6.28.3.18.3 Execute timeline to relocated existing services to temporary recovery site 

6.28.3.19 Notifying postal and courier services 

6.28.3.19.1 Post notice of temporary recovery site for courier services on front doors.
6.29 Provider Enrollment

6.29.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

6.29.1.1 Notifying Administrative Recovery team members  

6.29.1.1.1 Provider Enrollment team lead notifies Administrative Recovery team that a Level 1 outage/damage has occurred. 

6.29.1.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.29.1.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.29.1.3 Notifying appropriate recovery team managers 

6.29.1.3.1 Notify Provider Enrollment team lead. 

6.29.1.3.2 Notify MMIS team manager.
6.29.1.4 Prioritizing actions and activities 

6.29.1.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.29.1.4.2 Authorize the Provider Enrollment team lead to resolve outage event.
6.29.1.5 Performing recovery action planning 

6.29.1.5.1 Notify all Administrative team members of event and meeting location.
6.29.1.5.2 Consult with Provider Enrollment team lead to determine nature of outage.
6.29.1.5.3 Notify all Management team members of event.
6.29.1.6 Facilities

6.29.1.6.1 Determine what level of damage to the MMIS support facilities, if applicable.
6.29.1.7 Assessing office damage 

6.29.1.7.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.29.1.7.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.29.1.8 Equipment and supplies

6.29.1.8.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.29.1.8.2 Order any supplies from normal office supply vendor, if warranted.
6.29.1.9 Personnel

6.29.1.9.1 Verifying personnel status 

6.29.1.9.1.1 Contact manager(s) of affected areas to determine employees status. 

6.29.1.9.1.2 Contact manager(s) of non-affected areas to determine employees status.
6.29.1.9.1.3 Initiate evacuation plan, if necessary.
6.29.1.9.2 Arranging for temporary personnel 

6.29.1.9.2.1 Contact manager(s) of affected areas to determine need for temporary staff.
6.29.1.9.2.2 Contact appropriate temporary agency for staffing neHP (see Appendix J).
6.29.1.10 Documenting recovery operations

6.29.1.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations.
6.29.1.11 Providing strategic direction to all recovery teams and personnel

6.29.1.11.1 Communicate priority of recovery to all recovery teams.
6.29.1.11.2 Coordinate all teams working on recovery activities.
6.29.1.12 Coordinating insurance claims 

6.29.1.12.1 Take pictures of damaged equipment or building.  

6.29.1.12.2 Contact landlord for insurance adjustment if property damage.
6.29.1.12.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  

6.29.1.13 Monitoring recovery operations 

6.29.1.13.1 Contact Provider Enrollment Recovery team lead every half hour status reports.
6.29.1.14 Reporting status to the Management Recovery team 

6.29.1.14.1 Contact Management Recovery team hourly as to status of recovery activities.
6.29.1.14.2 Update recovery journal with hourly update to the Management Recovery team.
6.29.2 Level 2

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

6.29.2.1 Notifying Administrative Recovery team members  

6.29.2.1.1 Provider Enrollment team lead notifies Administrative Recovery team that a Level 2 outage/damage has occurred. 

6.29.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.29.2.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.29.2.3 Notifying appropriate recovery team managers 

6.29.2.3.1 Notify Provider Enrollment team lead. 

6.29.2.3.2 Notify MMIS team manager.
6.29.2.3.3 Notify backup site contact, if applicable.
6.29.2.4  Prioritizing actions and activities 

6.29.2.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.29.2.4.2 Authorize the Provider Enrollment team lead to resolve outage event.
6.29.2.5 Performing recovery action planning 

6.29.2.5.1 Notify all Administrative team members of event and meeting location.
6.29.2.5.2 Consult with Provider Enrollment team lead to determine nature of outage.
6.29.2.5.3 Notify all Management team members of event.
6.29.2.6 Providing strategic direction to all recovery teams and personnel 

6.29.2.6.1 Communicate priority of recovery to all recovery teams.
6.29.2.6.2 Coordinate all teams working on recovery activities.
6.29.2.7 Facilities

6.29.2.7.1 Assessing office damage 

6.29.2.7.1.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.29.2.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence.
6.29.2.7.2 Arranging security 

6.29.2.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.29.2.7.2.2 Notify the HP Global Emergency Support Line. 

6.29.2.7.3 Arranging for alternate facilities, if needed 

6.29.2.7.3.1 Notify alternative backup site of requirement to switch to alternative Provider Enrollment system.
6.29.2.7.3.2 Coordinate switchover with local network manager.
6.29.2.7.4 Arranging transportation and travel 

6.29.2.7.4.1 Arrange transportation for data files, if necessary.
6.29.2.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.29.2.7.5 Coordinating asset removal  

6.29.2.7.5.1 Contact HP Facility Management vendor.
6.29.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.29.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.29.2.7.6.1 Contact landlord for building repair requirements.
6.29.2.7.6.2 Contact electric repair services. 

6.29.2.8 Equipment and supplies

6.29.2.8.1 Obtaining office equipment as necessary 

6.29.2.8.1.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.29.2.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.29.2.9 Personnel

6.29.2.9.1 Verifying personnel status 

6.29.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.29.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.29.2.9.1.1.2 Calls Security, if applicable. 

6.29.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.29.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.29.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.29.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:

6.29.2.9.1.2.1 Completes the information on the Injury Report form.  

6.29.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.29.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.29.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.29.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.29.2.9.2 Arranging for temporary personnel

6.29.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary.

6.29.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 

6.29.2.10 Documenting recovery operations:

6.29.2.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.29.2.11 Emergency accounting procedures

6.29.2.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.29.2.12 Directing salvage efforts 

6.29.2.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.29.2.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.29.2.13 Arranging for basic support services 

6.29.2.13.1 Contact Provider Enrollment backup site contact if backup site is required until outage is corrected.
6.29.2.13.2 Coordinate with backup site contact, network manager and Provider Enrollment Recovery team for switchover.
6.29.2.13.3 Coordinate with Provider Enrollment Recovery team and Corporate Purchasing if replacement equipment is required. 

6.29.2.14 Coordinating insurance claims 

6.29.2.14.1 Take pictures of damaged equipment or building.  

6.29.2.14.2 Contact landlord for insurance adjustment if property damage. 

6.29.2.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.   

6.29.2.15 Analyzing records retention and salvage requirements 

6.29.2.15.1 Consult with Provider Enrollment team lead to determine if outage event affects the retention of data as required in the RFP. 

6.29.2.15.2 Consult with the Provider Enrollment team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.29.2.16 Monitoring recovery operations 

6.29.2.16.1 Contact Provider Enrollment Recovery team lead every half hour status reports.
6.29.2.17 Reporting status to the Management Recovery Team

6.29.2.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.29.2.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.29.3 Level 3

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

6.29.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.29.3.1.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.29.3.2 Notifying Administrative Recovery team members  

6.29.3.2.1 Provider Enrollment team lead notifies Administrative Recovery team that a Level 3 outage/damage has occurred. 

6.29.3.3 Notifying appropriate recovery team managers 

6.29.3.3.1 Notify Provider Enrollment team lead. 
6.29.3.3.2 Notify MMIS team manager.
6.29.3.3.3 Notify backup site manager of activation of backup agreement.
6.29.3.4  Prioritizing actions and activities 

6.29.3.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.29.3.4.2 Authorize the Provider Enrollment team lead to resolve outage event.
6.29.3.5 Performing recovery action planning 

6.29.3.5.1 Notify all Administrative team members of event and meeting location.
6.29.3.5.2 Consult with Provider Enrollment team lead to determine nature of outage.
6.29.3.5.3 Notify all Management team members of event.
6.29.3.5.4 Consult with backup site manager on activation of backup requirements.
6.29.3.6 Providing strategic direction to all recovery teams and personnel 

6.29.3.6.1 Communicate priority of recovery to all recovery teams.
6.29.3.6.2 Coordinate all teams working on recovery activities.
6.29.3.7 Facilities

6.29.3.7.1 Assessing office damage 

6.29.3.7.1.1 Perform walkthrough of main Frankfort facility to determine amount damage has occurred.
6.29.3.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence.
6.29.3.7.2 Arranging security 

6.29.3.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.29.3.7.2.2 Notify the HP Global Emergency Support Line. 

6.29.3.7.3 Arranging for alternate facilities, if needed 

6.29.3.7.3.1 Notify Alternative backup site of requirement to switch to alternative Provider Enrollment system.
6.29.3.7.3.2 Coordinate switch over with local network manager.
6.29.3.7.3.3 Consult with HP Corporate Real Estate for temporary work site. 

6.29.3.7.3.4 Consult with building landlord for temporary work site. 

6.29.3.7.4 Arranging transportation and travel 

6.29.3.7.4.1 Arrange transportation for data files, if necessary.
6.29.3.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.29.3.7.4.3 Coordinating asset removal  

6.29.3.7.5 Contact HP Facility Management vendor.
6.29.3.7.5.1 Contact local storage vendor for temporary storage of assets, if necessary.  

6.29.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.29.3.7.6.1 Contact landlord for building repair requirements.
6.29.3.7.6.2 Contact HP Corporate Real Estate for damage estimation services. 

6.29.3.7.6.3 Contact appropriate construction/service vendors for required repairs. 

6.29.3.8 Equipment and supplies

6.29.3.8.1 Obtaining office equipment as necessary 

6.29.3.8.1.1 Notify HP Purchasing for the need to purchase any hardware, software or replacement office furniture.
6.29.3.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.29.3.9 Personnel

6.29.3.9.1 Verifying personnel status 

6.29.3.9.1.1 Contact area managers to account for all personnel on site at time of disaster event. 

6.29.3.9.1.2 Review guest log book to determine if visitors are in the facility who need to be accounted for.  

6.29.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.29.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.29.3.9.2.2 Calls Security, if applicable. 

6.29.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.29.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.29.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.29.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.29.3.9.3.1 Completes the information on the Injury Report form.  

6.29.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.29.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.29.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.29.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.29.3.9.4 Arranging for temporary personnel 

6.29.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 

6.29.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 

6.29.3.10 Documenting recovery operations:

6.29.3.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.29.3.11 Emergency accounting procedures

6.29.3.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.29.3.12 Directing salvage efforts 

6.29.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.29.3.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.29.3.13 Arranging for basic support services 

6.29.3.13.1 Contact Provider Enrollment backup site contact if backup site is required until outage is corrected.
6.29.3.13.2 Coordinate with backup site contact, network manager and Provider Enrollment Recovery team for switchover.
6.29.3.13.3 Coordinate with Provider Enrollment Recovery team and Corporate Purchasing if replacement equipment is required. 

6.29.3.14 Coordinating insurance claims 

6.29.3.14.1 Take pictures of damaged equipment or building.  

6.29.3.14.2 Contact landlord for insurance adjustment if property damage.
6.29.3.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.
6.29.3.15 Analyzing records retention and salvage requirements 

6.29.3.15.1 Consult with Provider Enrollment team lead to determine if outage event affects the retention of data as required in the RFP. 

6.29.3.15.2 Consult with the Provider Enrollment team lead and Network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.29.3.16 Monitoring recovery operations 

6.29.3.16.1 Contact Provider Enrollment Recovery team lead every half hour status reports.
6.29.3.16.2 Contact network recovery manager every half hour status reports.
6.29.3.17 Reporting status to the Management Recovery Team

6.29.3.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.29.3.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.29.3.18 Disaster site

6.29.3.18.1 Contact HP Corporate Real Estate for alternative site arrangements.
6.29.3.18.2 Contact local landlord for alternative site arrangements.
6.29.3.18.3 Execute timeline to relocated existing services to temporary recovery site. 

6.29.3.19 Notifying postal and courier services 

6.29.3.19.1 Post notice of temporary recovery site for courier services on front doors. 

6.30 EMARS

Level 1 Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

6.30.1.1 Notifying Administrative Recovery team members  

6.30.1.1.1 EMARS team lead notifies Administrative Recovery team that a Level 1 outage/damage has occurred. 

6.30.1.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.30.1.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.30.1.3 Notifying appropriate recovery team managers 

6.30.1.3.1 Notify EMARS team lead. 

6.30.1.3.2 Notify MMIS team manager.
6.30.1.4 Prioritizing actions and activities 

6.30.1.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.30.1.4.2 Authorize the EMARS team lead to resolve outage event.
6.30.1.5 Performing recovery action planning 

6.30.1.5.1 Notify all Administrative team members of event and meeting location.
6.30.1.5.2 Consult with EMARS team lead to determine nature of outage.
6.30.1.5.3 Notify all Management team members of event.
6.30.1.6 Facilities

6.30.1.6.1 Determine what level of damage to the MMIS support facilities, if applicable.
6.30.1.7 Assessing office damage 

6.30.1.7.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.30.1.7.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.30.1.8 Equipment and supplies

6.30.1.8.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.30.1.8.2 Order any supplies from normal office supply vendor, if warranted.
6.30.1.9 Personnel

6.30.1.9.1 Verifying personnel status 

6.30.1.9.1.1 Contact manager(s) of affected areas to determine employees status. 

6.30.1.9.1.2 Contact manager(s) of non-affected areas to determine employees status.
6.30.1.9.1.3 Initiate evacuation plan, if necessary.
6.30.1.9.2 Arranging for temporary personnel 

6.30.1.9.2.1 Contact manager(s) of affected areas to determine need for temporary staff.
6.30.1.9.2.2 Contact appropriate temporary agency for staffing neHP (See Appendix J.)

6.30.1.10 Documenting recovery operations

6.30.1.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations.
6.30.1.11 Providing strategic direction to all recovery teams and personnel

6.30.1.11.1 Communicate priority of recovery to all recovery teams.
6.30.1.11.2 Coordinate all teams working on recovery activities.
6.30.1.12 Coordinating insurance claims 

6.30.1.12.1 Take pictures of damaged equipment or building.  

6.30.1.12.2 Contact landlord for insurance adjustment if property damage.
6.30.1.12.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  

6.30.1.13 Monitoring recovery operations 

6.30.1.13.1 Contact EMARS Recovery team lead every half hour status reports.
6.30.1.14 Reporting status to the Management Recovery team 

6.30.1.14.1 Contact Management Recovery team hourly as to status of recovery activities.
6.30.1.14.2 Update recovery journal with hourly update to the Management Recovery team.
6.30.2 Level 2

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

6.30.2.1 Notifying Administrative Recovery team members  

6.30.2.1.1 EMARS team lead notifies Administrative Recovery team that a Level 2 outage/damage has occurred. 

6.30.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.30.2.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.30.2.3 Notifying appropriate recovery team managers 

6.30.2.3.1 Notify EMARS team lead. 

6.30.2.3.2 Notify MMIS team manager.
6.30.2.3.3 Notify backup site contact, if applicable.
6.30.2.4 Prioritizing actions and activities 

6.30.2.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.30.2.4.2 Authorize the EMARS team lead to resolve outage event.
6.30.2.5 Performing recovery action planning 

6.30.2.5.1 Notify all Administrative team members of event and meeting location.
6.30.2.5.2 Consult with EMARS team lead to determine nature of outage.
6.30.2.5.3 Notify all Management team members of event.
6.30.2.6 Providing strategic direction to all recovery teams and personnel 

6.30.2.6.1 Communicate priority of recovery to all recovery teams.
6.30.2.6.2 Coordinate all teams working on recovery activities.
6.30.2.7 Facilities

6.30.2.7.1 Assessing office damage 

6.30.2.7.1.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.30.2.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.30.2.7.2 Arranging security 

6.30.2.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.30.2.7.2.2 Notify the HP Global Emergency Support Line. 

6.30.2.7.3 Arranging for alternate facilities, if needed 

6.30.2.7.3.1 Notify alternative backup site of requirement to switch to alternative EMARS system.
6.30.2.7.3.2 Coordinate switchover with local network manager.
6.30.2.7.4 Arranging transportation and travel 

6.30.2.7.4.1 Arrange transportation for data files, if necessary.
6.30.2.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.30.2.7.5 Coordinating asset removal  

6.30.2.7.5.1 Contact HP Facility Management vendor.
6.30.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.30.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.30.2.7.6.1 Contact landlord for building repair requirements.
6.30.2.7.6.2 Contact electric repair services. 

6.30.2.8 Equipment and supplies

6.30.2.8.1 Obtaining office equipment as necessary 

6.30.2.8.2 Notify HP Purchasing for the need to purchase any hardware or software.
6.30.2.8.3 Order any supplies from normal office supply vendor, if warranted.
6.30.2.9 Personnel

6.30.2.9.1 Verifying personnel status 

6.30.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.30.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.30.2.9.1.1.2 Calls Security, if applicable. 

6.30.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.30.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.30.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.30.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:

6.30.2.9.1.2.1 Completes the information on the Injury Report form.  

6.30.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.30.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.30.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.30.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.30.2.9.2 Arranging for temporary personnel

6.30.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary.

6.30.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 

6.30.2.10 Documenting recovery operations:

6.30.2.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.30.2.11 Emergency accounting procedures

6.30.2.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.30.2.12 Directing salvage efforts 

6.30.2.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.30.2.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.30.2.13 Arranging for basic support services 

6.30.2.13.1 Contact EMARS backup site contact if backup site is required until outage is corrected.
6.30.2.13.2 Coordinate with backup site contact, network manager and EMARS Recovery team for switchover.
6.30.2.13.3 Coordinate with EMARS Recovery team and Corporate Purchasing if replacement equipment is required. 

6.30.2.14 Coordinating insurance claims 

6.30.2.14.1 Take pictures of damaged equipment or building.  

6.30.2.14.2 Contact landlord for insurance adjustment if property damage. 

6.30.2.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.   

6.30.2.15 Analyzing records retention and salvage requirements 

6.30.2.15.1 Consult with EMARS team lead to determine if outage event affects the retention of data as required in the RFP. 

6.30.2.15.2 Consult with the EMARS team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.30.2.16 Monitoring recovery operations 

6.30.2.16.1 Contact EMARS Recovery team every half hour status reports.
6.30.2.17 Reporting status to the Management Recovery team

6.30.2.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.30.2.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.30.3 Level 3

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

6.30.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.30.3.1.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.30.3.2 Notifying Administrative Recovery team members  

6.30.3.2.1 EMARS team lead notifies Administrative Recovery team that a Level 3 outage/damage has occurred. 

6.30.3.3 Notifying appropriate recovery team managers 

6.30.3.3.1 Notify EMARS team leader.
6.30.3.3.2 Notify MMIS team manager.
6.30.3.3.3 Notify backup site manager of activation of backup agreement.
6.30.3.4  Prioritizing actions and activities 

6.30.3.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.30.3.4.2 Authorize the EMARS team lead to resolve outage event.
6.30.3.5 Performing recovery action planning 

6.30.3.5.1 Notify all Administrative team members of event and meeting location.
6.30.3.5.2 Consult with EMARS team lead to determine nature of outage.
6.30.3.5.3 Notify all Management team members of event.
6.30.3.5.4 Consult with backup site manager on activation of backup requirements.
6.30.3.6 Providing strategic direction to all recovery teams and personnel 

6.30.3.6.1 Communicate priority of recovery to all recovery teams.
6.30.3.6.2 Coordinate all teams working on recovery activities.
6.30.3.7 Facilities

6.30.3.7.1 Assessing office damage 

6.30.3.7.1.1 Perform walkthrough of main Frankfort facility to determine amount damage has occurred.
6.30.3.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence.
6.30.3.7.2 Arranging security 

6.30.3.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.30.3.7.2.2 Notify the HP Global Emergency Support Line. 

6.30.3.7.3 Arranging for alternate facilities, if needed 

6.30.3.7.3.1 Notify Alternative backup site of requirement to switch to alternative EMARS system.
6.30.3.7.3.2 Coordinate switch over with local network manager.
6.30.3.7.3.3 Consult with HP Corporate Real Estate for temporary work site. 

6.30.3.7.3.4 Consult with building landlord for temporary work site.
6.30.3.7.4 Arranging transportation and travel 

6.30.3.7.4.1 Arrange transportation for data files, if necessary.
6.30.3.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.30.3.7.5 Coordinating asset removal  

6.30.3.7.5.1 Contact HP Facility Management vendor.
6.30.3.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.30.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.30.3.7.6.1 Contact landlord for building repair requirements.
6.30.3.7.6.2 Contact HP Corporate Real Estate for damage estimation services. 

6.30.3.7.6.3 Contact appropriate construction/service vendors for required repairs. 

6.30.3.8 Equipment and supplies

6.30.3.8.1 Obtaining office equipment as necessary 

6.30.3.8.1.1 Notify HP Purchasing for the need to purchase any hardware, software or replacement office furniture.
6.30.3.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.30.3.9 Personnel

6.30.3.9.1 Verifying personnel status 

6.30.3.9.1.1 Contact area managers to account for all personnel on site at time of disaster event. 

6.30.3.9.1.2 Review guest log book to determine if visitors are in the facility who need to be accounted for.  

6.30.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.30.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.30.3.9.2.2 Calls Security, if applicable. 

6.30.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.30.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.30.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.30.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.30.3.9.3.1 Completes the information on the Injury Report form.  

6.30.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.30.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.30.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.30.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.30.3.9.4 Arranging for temporary personnel 

6.30.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 

6.30.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 

6.30.3.10 Documenting recovery operations:

6.30.3.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.30.3.11 Emergency accounting procedures

6.30.3.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.30.3.12 Directing salvage efforts 

6.30.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.30.3.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.30.3.13 Arranging for basic support services 

6.30.3.13.1 Contact EMARS backup site contact if backup site is required until outage is corrected.
6.30.3.13.2 Coordinate with backup site contact, network manager and EMARS Recovery team for switchover.
6.30.3.13.3 Coordinate with EMARS Recovery team and corporate purchasing if replacement equipment is required.

6.30.3.14 Coordinating insurance claims 

6.30.3.14.1 Using a digital camera, take pictures of damage equipment or building.  

6.30.3.14.2 Contact landlord for insurance adjustment if property damage. 

6.30.3.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.
6.30.3.15 Analyzing records retention and salvage requirements 

6.30.3.15.1 Consult with EMARS team lead to determine if outage event affects the retention of data as required in the RFP. 

6.30.3.15.2 Consult with the EMARS team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment.  

6.30.3.16 Monitoring recovery operations 

6.30.3.16.1 Contact EMARS Recovery team every half hour status reports.
6.30.3.16.2 Contact network recovery manager every half hour status reports.
6.30.3.17 Reporting status to the Management Recovery Team

6.30.3.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.30.3.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.30.3.18 Disaster site

6.30.3.18.1 Contact HP Corporate Real Estate for alternative site arrangements.
6.30.3.18.2 Contact local landlord for alternative site arrangements.
6.30.3.18.3 Execute timeline to relocated existing services to temporary recovery site. 

6.30.3.19 Notifying postal and courier services 

6.30.3.19.1 Post notice of temporary recovery site for courier services on front doors. 

6.31 Service/Prior Authorizations

6.31.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

6.31.1.1 Notifying Administrative Recovery team members  

6.31.1.1.1 Service/Prior Authorizations team lead notifies Administrative Recovery team that a Level 1 outage/damage has occurred. 

6.31.1.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.31.1.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.31.1.3 Notifying appropriate recovery team managers 

6.31.1.3.1 Notify Service/Prior Authorizations team lead. 

6.31.1.3.2 Notify MMIS team manager.
6.31.1.4 Prioritizing actions and activities 

6.31.1.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.31.1.4.2 Authorize the Service/Prior Authorizations team lead to resolve outage event.
6.31.1.5 Performing recovery action planning 

6.31.1.5.1 Notify all Administrative team members of event and meeting location.
6.31.1.5.2 Consult with Service/Prior Authorizations team lead to determine nature of outage.
6.31.1.5.3 Notify all Management team members of event.
6.31.1.6 Facilities

6.31.1.6.1 Determine what level of damage to the MMIS support facilities, if applicable.
6.31.1.7 Assessing office damage 

6.31.1.7.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.31.1.7.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.31.1.8 Equipment and supplies

6.31.1.8.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.31.1.8.2 Order any supplies from normal office supply vendor, if warranted.
6.31.1.9 Personnel

6.31.1.9.1 Verifying personnel status 

6.31.1.9.1.1 Contact manager(s) of affected areas to determine employees status. 

6.31.1.9.1.2 Contact manager(s) of non-affected areas to determine employees status.

6.31.1.9.1.3 Initiate evacuation plan, if necessary
6.31.1.9.2 Arranging for temporary personnel 

6.31.1.9.2.1 Contact manager(s) of affected areas to determine need for temporary staff.
6.31.1.9.2.2 Contact appropriate temporary agency for staffing neHP (See Appendix J.)

6.31.1.10 Documenting recovery operations

6.31.1.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations.
6.31.1.11 Providing strategic direction to all recovery teams and personnel

6.31.1.11.1 Communicate priority of recovery to all recovery teams.
6.31.1.11.2 Coordinate all teams working on recovery activities.
6.31.1.12 Coordinating insurance claims 

6.31.1.12.1 Using a digital camera, take pictures of damage equipment or building.  

6.31.1.12.2 Contact landlord for insurance adjustment if property damage.
6.31.1.12.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.  

6.31.1.13 Monitoring recovery operations 

6.31.1.13.1 Contact Service/Prior Authorizations Recovery team lead every half hour status reports.
6.31.1.14 Reporting status to the Management Recovery team 

6.31.1.14.1 Contact Management Recovery team hourly as to status of recovery activities.
6.31.1.14.2 Update recovery journal with hourly update to the Management Recovery team.
6.31.2 Level 2

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

6.31.2.1 Notifying Administrative Recovery team members  

6.31.2.1.1 Service/Prior Authorizations team lead notifies Administrative Recovery team that a Level 2 outage/damage has occurred.
6.31.2.2 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.31.2.2.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.31.2.3 Notifying appropriate recovery team managers 

6.31.2.3.1 Notify Service/Prior Authorizations team lead.
6.31.2.3.2 Notify MMIS team manager.
6.31.2.3.3 Notify backup site contact, if applicable.
6.31.2.4  Prioritizing actions and activities 

6.31.2.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.31.2.4.2 Authorize the Service/Prior Authorizations team lead to resolve outage event.
6.31.2.5 Performing recovery action planning 

6.31.2.5.1 Notify all Administrative team members of event and meeting location.
6.31.2.5.2 Consult with Service/Prior Authorizations team lead to determine nature of outage.
6.31.2.5.3 Notify all Management team members of event.
6.31.2.6 Providing strategic direction to all recovery teams and personnel 

6.31.2.6.1 Communicate priority of recovery to all recovery teams.
6.31.2.6.2 Coordinate all teams working on recovery activities.
6.31.2.7 Facilities

6.31.2.7.1 Assessing office damage 

6.31.2.7.1.1 Perform walkthrough of main Frankfort facility to determine if any collateral damage has occurred.
6.31.2.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence. 

6.31.2.7.2 Arranging security 

6.31.2.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.31.2.7.2.2 Notify the HP Global Emergency Support Line. 

6.31.2.7.3 Arranging for alternate facilities, if needed 

6.31.2.7.3.1 Notify alternative backup site of requirement to switch to alternative Service/Prior Authorizations system.
6.31.2.7.3.2 Coordinate switchover with local network manager.
6.31.2.7.4 Arranging transportation and travel 

6.31.2.7.4.1 Arrange transportation for data files, if necessary.
6.31.2.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.31.2.7.5 Coordinating asset removal  

6.31.2.7.5.1 Contact HP Facility Management vendor.
6.31.2.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary. 

6.31.2.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.31.2.7.6.1 Contact landlord for building repair requirements.
6.31.2.7.6.2 Contact electric repair services. 

6.31.2.8 Equipment and supplies

6.31.2.8.1 Obtaining office equipment as necessary 

6.31.2.8.1.1 Notify HP Purchasing for the need to purchase any hardware or software.
6.31.2.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.31.2.9 Personnel

6.31.2.9.1 Verifying personnel status 

6.31.2.9.1.1 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.31.2.9.1.1.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.31.2.9.1.1.2 Calls Security, if applicable. 

6.31.2.9.1.1.3 Ensures that proper assistance is provided to the injured person. 

6.31.2.9.1.1.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.31.2.9.1.1.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.31.2.9.1.2 Industrial Injury Reporting – The injured employee’s manager does the following:

6.31.2.9.1.2.1 Completes the information on the Injury Report form.  

6.31.2.9.1.2.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.31.2.9.1.2.3 Obtains the claim number from HP’ workers compensation carrier. 

6.31.2.9.1.2.4 Makes an appointment at a medical clinic for the injured employee. 

6.31.2.9.1.2.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.31.2.9.2 Arranging for temporary personnel

6.31.2.9.2.1 Contact temporary personnel agency to acquire additional resources as necessary.

6.31.2.9.2.2 Contact local security administrators to assign needed access for temporary personnel. 

6.31.2.10 Documenting recovery operations:

6.31.2.10.1 Begin a recovery operations journal to keep detail notes on recovery operations 

6.31.2.11 Emergency accounting procedures

6.31.2.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.31.2.12 Directing salvage efforts 

6.31.2.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.31.2.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.31.2.13 Arranging for basic support services 

6.31.2.13.1 Contact Service/Prior Authorizations backup site contact if backup site is required until outage is corrected.
6.31.2.13.2 Coordinate with backup site contact, network manager and Service/Prior Authorizations Recovery team for switchover.
6.31.2.13.3 Coordinate with Service/Prior Authorizations Recovery team and corporate purchasing if replacement equipment is required. 

6.31.2.14 Coordinating insurance claims 

6.31.2.14.1 Take pictures of damaged equipment or building.  

6.31.2.14.2 Contact landlord for insurance adjustment if property damage. 

6.31.2.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.   

6.31.2.15 Analyzing records retention and salvage requirements 

6.31.2.15.1 Consult with Service/Prior Authorizations team lead to determine if outage event affects the retention of data as required in the RFP. 

6.31.2.15.2 Consult with the Service/Prior Authorizations team lead and Network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment. 

6.31.2.16 Monitoring recovery operations 

6.31.2.16.1 Contact Service/Prior Authorizations Recovery team lead every half hour status reports.
6.31.2.17 Reporting status to the Management Recovery team

6.31.2.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.31.2.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.31.3 Level 3

Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

6.31.3.1 Activating all or part of the Disaster Recovery Plan as directed by the Management Recovery team  
6.31.3.1.1 Determine response by using the Disaster Recovery Plan activation process from Section 1.11 of this plan.
6.31.3.2 Notifying Administrative Recovery team members  

6.31.3.2.1 Service/Prior Authorizations team lead notifies Administrative Recovery team that a Level 3 outage/damage has occurred.
6.31.3.3 Notifying appropriate recovery team managers 

6.31.3.3.1 Notify Service/Prior Authorizations team lead. 

6.31.3.3.2 Notify MMIS team manager.
6.31.3.3.3 Notify backup site manager of activation of backup agreement.
6.31.3.4  Prioritizing actions and activities 

6.31.3.4.1 Set the priority of event response based on the priority listing in Appendix G.
6.31.3.4.2 Authorize the Service/Prior Authorizations team lead to resolve outage event.
6.31.3.5 Performing recovery action planning 

6.31.3.5.1 Notify all Administrative team members of event and meeting location.
6.31.3.5.2 Consult with Service/Prior Authorizations team lead to determine nature of outage.
6.31.3.5.3 Notify all Management team members of event.
6.31.3.5.4 Consult with backup site manager on activation of backup requirements.
6.31.3.6 Providing strategic direction to all recovery teams and personnel 

6.31.3.6.1 Communicate priority of recovery to all recovery teams.
6.31.3.6.2 Coordinate all teams working on recovery activities.
6.31.3.7 Facilities

6.31.3.7.1 Assessing office damage 

6.31.3.7.1.1 Perform walkthrough of main Frankfort facility to determine amount damage has occurred.
6.31.3.7.1.2 Document any damage to hardware or office environment in recovery operations journal and with photographic evidence.
6.31.3.7.2 Arranging security 

6.31.3.7.2.1 Notify HP Security Help Desk in Herndon Virginia of security issues. 

6.31.3.7.2.2 Notify the HP Global Emergency Support Line. 

6.31.3.7.3 Arranging for alternate facilities, if needed 

6.31.3.7.3.1 Notify alternative backup site of requirement to switch to alternative Service/Prior Authorizations system.
6.31.3.7.3.2 Coordinate switchover with local network manager.
6.31.3.7.3.3 Consult with HP Corporate Real Estate for temporary work site. 

6.31.3.7.3.4 Consult with building landlord for temporary work site. 

6.31.3.7.4 Arranging transportation and travel 

6.31.3.7.4.1 Arrange transportation for data files, if necessary.
6.31.3.7.4.2 Arrange transportation for personnel to alternative work site, if necessary. 

6.31.3.7.5 Coordinating asset removal  

6.31.3.7.5.1 Contact HP Facility Management vendor.
6.31.3.7.5.2 Contact local storage vendor for temporary storage of assets, if necessary.  

6.31.3.7.6 Contacting construction and service vendors to arrange facility reconstruction as necessary 

6.31.3.7.6.1 Contact landlord for building repair requirements.
6.31.3.7.6.2 Contact HP Corporate Real Estate for damage estimation services. 

6.31.3.7.6.3 Contact appropriate construction/ service vendors for required repairs. 

6.31.3.8 Equipment and supplies

6.31.3.8.1 Obtaining office equipment as necessary 

6.31.3.8.1.1 Notify HP Purchasing for the need to purchase any hardware, software or replacement office furniture.
6.31.3.8.1.2 Order any supplies from normal office supply vendor, if warranted.
6.31.3.9 Personnel

6.31.3.9.1 Verifying personnel status 

6.31.3.9.1.1 Contact area managers to account for all personnel on site at time of disaster event. 

6.31.3.9.1.2 Review guest log book to determine if visitors are in the facility who need to be accounted for.  

6.31.3.9.2 Employee Injury – In cases of employee injury, the employee’s supervisor does the following:

6.31.3.9.2.1 Reports to the scene immediately and, if possible, determines the extent of the injury and the type of assistance that should be provided to the injured person. (Calls 911 if necessary.) 

6.31.3.9.2.2 Calls Security, if applicable. 

6.31.3.9.2.3 Ensures that proper assistance is provided to the injured person. 

6.31.3.9.2.4 Gathers all facts concerning the injury and ensures that an HP employee is with the injured person until that person has received the proper medical attention or is transported to the hospital. 

6.31.3.9.2.5 Reports all information about the injury to the nearest manager immediately; completes proper injury reports and files a claim with HP’ workers compensation carrier. 

6.31.3.9.3 Industrial Injury Reporting – The injured employee’s manager does the following:

6.31.3.9.3.1 Completes the information on the Injury Report form.  

6.31.3.9.3.2 Calls HP’ workers’ compensation carrier to report the injury.  

6.31.3.9.3.3 Obtains the claim number from HP’ workers compensation carrier. 

6.31.3.9.3.4 Makes an appointment at a medical clinic for the injured employee. 

6.31.3.9.3.5 Mails reporting forms to HP’ workers compensation carrier. Copies are kept in a file maintained by the admin. 

6.31.3.9.4 Arranging for temporary personnel 

6.31.3.9.4.1 Contact temporary personnel agency to acquire additional resources as necessary. 

6.31.3.9.4.2 Contact local security administrators to assign needed access for temporary personnel. 

6.31.3.10 Documenting recovery operations:

6.31.3.10.1 Begin a recovery operations journal to keep detailed notes on recovery operations. 

6.31.3.11 Emergency accounting procedures

6.31.3.11.1 Notify HP Kentucky Medicaid Business Office of need for emergency accounting support. 

6.31.3.12 Directing salvage efforts 

6.31.3.12.1 Work with the area manager to classify and inventory salvageable and non-salvageable equipment, records, and supplies.
6.31.3.12.2 Arrange for transportation to temporary storage facility if materials are to be stored off-site.
6.31.3.13 Arranging for basic support services 

6.31.3.13.1 Contact Service/Prior Authorizations backup site contact if backup site is required until outage is corrected.
6.31.3.13.2 Coordinate with backup site contact, network manager and Service/Prior Authorizations Recovery team for switchover.
6.31.3.13.3 Coordinate with Service/Prior Authorizations Recovery team and corporate purchasing if replacement equipment is required. 

6.31.3.14 Coordinating insurance claims 

6.31.3.14.1 Using a digital camera, take pictures of damage equipment or building.  

6.31.3.14.2 Contact landlord for insurance adjustment if property damage. 

6.31.3.14.3 Contact Corporate for insurance adjustment for HP-owned equipment damage.
6.31.3.15 Analyzing records retention and salvage requirements 

6.31.3.15.1 Consult with Service/Prior Authorizations team lead to determine if outage event affects the retention of data as required in the RFP. 

6.31.3.15.2 Consult with the Service/Prior Authorizations team lead and network manager to determine if the outage event warrants the ordering of new equipment or repair of existing equipment. 

6.31.3.16 Monitoring recovery operations 

6.31.3.16.1 Contact Service/Prior Authorizations Recovery team lead every half hour status reports.
6.31.3.16.2 Contact network recovery manager every half hour status reports.
6.31.3.17 Reporting status to the Management Recovery team

6.31.3.17.1 Contact Management Recovery team hourly as to status of recovery activities.
6.31.3.17.2 Update recovery journal with hourly update to the Management Recovery team.
6.31.3.18 Disaster site

6.31.3.18.1 Contact HP Corporate Real Estate for alternative site arrangements.
6.31.3.18.2 Contact local landlord for alternative site arrangements.
6.31.3.18.3 Execute timeline to relocated existing services to temporary recovery site. 

6.31.3.19 Notifying postal and courier services 

6.31.3.19.1 Post notice of temporary recovery site for courier services on front doors. 

7 Appendix D: MMIS Recovery Team Procedures 

Following is the recovery procedures for the MMIS Recovery Team.

7.1 Claim Engine

7.1.1 Level 1 

Critical systems unavailable, minor outage and system can be repaired. 

Duration: Less than four hours.
7.1.1.1 Assess Outage.

7.1.1.1.1 Evaluate the scope of the outage.

7.1.1.1.2 Determine if the application and database servers are operational and available.

7.1.1.1.3 Determine if the subsystem database(s) is operational and available.

7.1.1.1.4 Determine if all subsystem application components are operational and available.

7.1.1.2 Notifying MMIS Recovery team members.

7.1.1.2.1 Notify the subsystem functional area lead.

7.1.1.2.2 Notify the MMIS Oracle database administrator.

7.1.1.2.3 Notify the Unix system administrator.

7.1.1.3 Notify recovery administrator.

7.1.1.3.1 Brief recovery administrator on outage scope.

7.1.1.3.2 Determine outage severity and assign appropriate level.

7.1.1.4 Notify Management Recovery team.

7.1.1.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.1.1.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.1.1.5 Notify maintenance vendor

7.1.1.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.1.1.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.1.1.6 Repair outage.

7.1.1.6.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.1.1.6.2 Recover any subsystem files that may have been lost.

7.1.1.6.3 Recover the subsystem database(s), if necessary.

7.1.1.6.4 Recover and start the application
7.1.1.7 Prepare status report
7.1.1.7.1 Contact Management Recovery team as required to report status of recovery activities.

7.1.1.7.2 Submit disaster assessment reports to Management Recovery team.

7.1.2 Level 2 

Critical systems unavailable, moderate outage and situation may escalate if fixes are unsuccessful. 

Duration: More than four hours but less than 48 hours.

7.1.2.1 Notifying MMIS Recovery team members.

7.1.2.1.1 Notify the subsystem functional area lead.

7.1.2.1.2 Notify the MMIS Oracle database administrator.

7.1.2.1.3 Notify the Unix system administrator.

7.1.2.2 Assess outage.

7.1.2.2.1 Evaluate the scope of the outage.

7.1.2.2.2 Determine if the application and database servers are operational and available.

7.1.2.2.3 Determine if the subsystem database(s) is operational and available.

7.1.2.2.4 Determine if all subsystem application components are operational and available.

7.1.2.3 Notify recovery administrator.

7.1.2.3.1 Brief recovery administrator on outage scope.

7.1.2.3.2 Determine outage severity and assign appropriate level.

7.1.2.4 Notify Management Recovery team.

7.1.2.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.1.2.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.1.2.5 Notify maintenance vendor

7.1.2.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.1.2.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.1.2.6 Activate recovery center.

7.1.2.6.1 Activate a telephone conference line to facilitate communication.

7.1.2.6.2 Establish checkpoint intervals for status reporting.

7.1.2.7 Repair outage.

7.1.2.7.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.1.2.7.2 Recover any subsystem files that may have been lost.

7.1.2.7.3 Recover the subsystem database(s), if necessary.

7.1.2.7.4 Recover and start the application

7.1.2.8 Prepare status report
7.1.2.8.1 Contact Management Recovery team as required to report status of recovery activities.

7.1.2.8.2 Submit disaster assessment reports to Management Recovery team.
7.1.3 Level 3 
Critical services unavailable, major damage, repairs are not possible, and situation has escalated.

Duration: Greater than 48 hours.

7.1.3.1 Notifying MMIS Recovery team members.

7.1.3.1.1 Notify the subsystem functional area lead.

7.1.3.1.2 Notify the MMIS Oracle database administrator.

7.1.3.1.3 Notify the Unix system administrator.

7.1.3.2 Assess outage.

7.1.3.2.1 Evaluate the scope of the outage.

7.1.3.2.2 Determine if the application and database servers are operational and available.

7.1.3.2.3 Determine if the subsystem database(s) is operational and available.

7.1.3.2.4 Determine if all subsystem application components are operational and available.

7.1.3.3 Alert all recovery teams.

7.1.3.3.1 Determine if other subsystems are affected by the outage.

7.1.3.3.2 Notify recovery team members from other subsystems, if applicable.

7.1.3.4 Notify recovery administrator.

7.1.3.4.1 Brief recovery administrator on outage scope.

7.1.3.4.2 Determine outage severity and assign appropriate level.

7.1.3.5 Notify Management Recovery team.

7.1.3.5.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.1.3.5.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.1.3.5.3 Notify the MMIS account manager of outage assessment and estimated repair timeframe.

7.1.3.6 Notify maintenance vendor

7.1.3.6.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.1.3.6.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.1.3.7 Activate recovery structure.

7.1.3.7.1 Activate a telephone conference line to facilitate communication.

7.1.3.7.2 Establish checkpoint intervals for status reporting.

7.1.3.7.3 Notify Plano Medicaid Implementation Services Disaster Recovery manager.

7.1.3.7.4 Notify Herndon personnel of DR activation.

7.1.3.7.5 Initiate delivery of offsite recovery media to DR site.

7.1.3.8 Activate recovery site.

7.1.3.8.1 Verify the DR hardware is operational and in order.

7.1.3.8.2 Recover the subsystem server environment including all files.

7.1.3.8.3 Recover the subsystem database(s).

7.1.3.8.4 Recover and start the application.
7.1.3.9 Repair outage.

7.1.3.9.1 Repair/rebuild primary site infrastructure as necessary.

7.1.3.9.2 Verify primary site infrastructure is available and stable.

7.1.3.9.3 Repair/replace hardware as needed.

7.1.3.9.4 Stand-up servers with appropriate application environment.

7.1.3.9.5 Migrate database and application from DR site back to primary site.
7.1.3.10 Prepare status report
7.1.3.10.1 Contact Management Recovery team as required to report status of recovery activities.
7.1.3.10.2 Submit disaster assessment reports to Management Recovery team.
7.2 Provider Data Management

7.2.1 Level 1 

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

7.2.1.1 Assess outage.

7.2.1.1.1 Evaluate the scope of the outage.

7.2.1.1.2 Determine if the application and database servers are operational and available.

7.2.1.1.3 Determine if the subsystem database(s) is operational and available.

7.2.1.1.4 Determine if all subsystem application components are operational and available.

7.2.1.2 Notifying MMIS Recovery team members.

7.2.1.2.1 Notify the subsystem functional area lead.

7.2.1.2.2 Notify the MMIS Oracle database administrator.

7.2.1.2.3 Notify the Unix system administrator.

7.2.1.3 Notify recovery administrator.

7.2.1.3.1 Brief Recovery administrator on outage scope.

7.2.1.3.2 Determine outage severity and assign appropriate level.

7.2.1.4 Notify Management Recovery team.

7.2.1.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.2.1.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.2.1.5 Notify maintenance vendor

7.2.1.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.2.1.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.2.1.6 Repair outage.

7.2.1.6.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.2.1.6.2 Recover any subsystem files that may have been lost.

7.2.1.6.3 Recover the subsystem database(s), if necessary.

7.2.1.6.4 Recover and start the application

7.2.1.7 Prepare status report
7.2.1.7.1 Contact Management Recovery team as required to report status of recovery activities.

7.2.1.7.2 Submit disaster assessment reports to Management Recovery team.

7.2.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

7.2.2.1 Notifying MMIS Recovery team members.

7.2.2.1.1 Notify the subsystem functional area lead.

7.2.2.1.2 Notify the MMIS Oracle database administrator.

7.2.2.1.3 Notify the Unix system administrator.

7.2.2.2 Assess outage.

7.2.2.2.1 Evaluate the scope of the outage.

7.2.2.2.2 Determine if the application and database servers are operational and available.

7.2.2.2.3 Determine if the subsystem database(s) is operational and available.

7.2.2.2.4 Determine if all subsystem application components are operational and available.

7.2.2.3 Notify recovery administrator.

7.2.2.3.1 Brief recovery administrator on outage scope.

7.2.2.3.2 Determine outage severity and assign appropriate level.

7.2.2.4 Notify Management Recovery team.

7.2.2.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.2.2.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.2.2.5 Notify maintenance vendor

7.2.2.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.2.2.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.2.2.6 Activate recovery center.

7.2.2.6.1 Activate a telephone conference line to facilitate communication.

7.2.2.6.2 Establish checkpoint intervals for status reporting.

7.2.2.7 Repair outage.

7.2.2.7.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.2.2.7.2 Recover any subsystem files that may have been lost.

7.2.2.7.3 Recover the subsystem database(s), if necessary.

7.2.2.7.4 Recover and start the application

7.2.2.8 Prepare status report
7.2.2.8.1 Contact Management Recovery team as required to report status of recovery activities.

7.2.2.8.2 Submit disaster assessment reports to Management Recovery team.
7.2.3 Level 3 
Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

7.2.3.1 Notifying MMIS Recovery team members.

7.2.3.1.1 Notify the subsystem functional area lead.

7.2.3.1.2 Notify the MMIS Oracle database administrator.

7.2.3.1.3 Notify the Unix system administrator.

7.2.3.2 Assess outage.

7.2.3.2.1 Evaluate the scope of the outage.

7.2.3.2.2 Determine if the application and database servers are operational and available.

7.2.3.2.3 Determine if the subsystem database(s) is operational and available.

7.2.3.2.4 Determine if all subsystem application components are operational and available.

7.2.3.3 Alert all recovery teams.

7.2.3.3.1 Determine if other subsystems are affected by the outage.

7.2.3.3.2 Notify recovery team members from other subsystems, if applicable.

7.2.3.4 Notify recovery administrator.

7.2.3.4.1 Brief recovery administrator on outage scope.

7.2.3.4.2 Determine outage severity and assign appropriate level.

7.2.3.5 Notify Management Recovery team.

7.2.3.5.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.2.3.5.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.2.3.5.3 Notify the MMIS account manager of outage assessment and estimated repair timeframe.

7.2.3.6 Notify maintenance vendor

7.2.3.6.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.2.3.6.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.2.3.7 Activate recovery structure.

7.2.3.7.1 Activate a telephone conference line to facilitate communication.

7.2.3.7.2 Establish checkpoint intervals for status reporting.

7.2.3.7.3 Notify Plano Medicaid Implementation Services Disaster Recovery manager.

7.2.3.7.4 Notify Herndon personnel of DR activation.

7.2.3.7.5 Initiate delivery of offsite recovery media to DR site.

7.2.3.8 Activate recovery site.

7.2.3.8.1 Verify the DR hardware is operational and in order.

7.2.3.8.2 Recover the subsystem server environment including all files.

7.2.3.8.3 Recover the subsystem database(s).

7.2.3.8.4 Recover and start the application.

7.2.3.9 Repair outage.

7.2.3.9.1 Repair/rebuild primary site infrastructure as necessary.

7.2.3.9.2 Verify primary site infrastructure is available and stable.

7.2.3.9.3 Repair/replace hardware as needed.

7.2.3.9.4 Stand-up servers with appropriate application environment.

7.2.3.9.5 Migrate database and application from DR site back to primary site.
7.2.3.10 Prepare status report
7.2.3.10.1 Contact Management Recovery team as required to report status of recovery activities.

7.2.3.10.2 Submit disaster assessment reports to Management Recovery team.
7.3 Managed Care

7.3.1 Level 1 

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

7.3.1.1 Assess outage.

7.3.1.1.1 Evaluate the scope of the outage.

7.3.1.1.2 Determine if the application and database servers are operational and available.

7.3.1.1.3 Determine if the subsystem database(s) is operational and available.

7.3.1.1.4 Determine if all subsystem application components are operational and available.

7.3.1.2 Notifying MMIS Recovery team members.

7.3.1.2.1 Notify the subsystem functional area lead.

7.3.1.2.2 Notify the MMIS Oracle database administrator.

7.3.1.2.3 Notify the Unix system administrator.

7.3.1.3 Notify recovery administrator.

7.3.1.3.1 Brief Recovery administrator on outage scope.

7.3.1.3.2 Determine outage severity and assign appropriate level.

7.3.1.4 Notify Management Recovery team.

7.3.1.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.3.1.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.3.1.5 Notify maintenance vendor

7.3.1.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.3.1.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.3.1.6 Repair outage.

7.3.1.6.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.3.1.6.2 Recover any subsystem files that may have been lost.

7.3.1.6.3 Recover the subsystem database(s), if necessary.

7.3.1.6.4 Recover and start the application

7.3.1.7 Prepare status report
7.3.1.7.1 Contact Management Recovery Team as required to report status of recovery activities.

7.3.1.7.2 Submit disaster assessment reports to Management Recovery Team.

7.3.2 Level 2 

Critical systems unavailable, moderate outage and situation may escalate if fixes are unsuccessful. 

Duration: More than four hours but less than 48 hours.

7.3.2.1 Activate Management Recovery team;

7.3.2.1.1 Alert recovery teams;

7.3.2.1.2 Alert hardware vendor(s); and,

7.3.2.1.3 Alert customers.

7.3.2.2 Notifying MMIS Recovery team members.

7.3.2.2.1 Notify the subsystem functional area lead.

7.3.2.2.2 Notify the MMIS Oracle database administrator.

7.3.2.2.3 Notify the Unix system administrator.

7.3.2.3 Assess outage.

7.3.2.3.1 Evaluate the scope of the outage.

7.3.2.3.2 Determine if the application and database servers are operational and available.

7.3.2.3.3 Determine if the subsystem database(s) is operational and available.

7.3.2.3.4 Determine if all subsystem application components are operational and available.

7.3.2.4 Notify recovery administrator.

7.3.2.4.1 Brief recovery administrator on outage scope.

7.3.2.4.2 Determine outage severity and assign appropriate level.

7.3.2.5 Notify Management Recovery Team.

7.3.2.5.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.3.2.5.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.3.2.6 Notify maintenance vendor

7.3.2.6.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.3.2.6.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.3.2.7 Activate recovery center.

7.3.2.7.1 Activate a telephone conference line to facilitate communication.

7.3.2.7.2 Establish checkpoint intervals for status reporting.

7.3.2.8 Repair outage.

7.3.2.8.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.3.2.8.2 Recover any subsystem files that may have been lost.

7.3.2.8.3 Recover the subsystem database(s), if necessary.

7.3.2.8.4 Recover and start the application

7.3.2.9 Prepare status report
7.3.2.9.1 Contact Management Recovery Team as required to report status of recovery activities.

7.3.2.9.2 Submit disaster assessment reports to Management Recovery Team.
7.3.3 Level 3 
Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

7.3.3.1 Notifying MMIS Recovery team members.

7.3.3.1.1 Notify the subsystem functional area lead.
7.3.3.1.2 Notify the MMIS Oracle database administrator.
7.3.3.1.3 Notify the UNIX system administrator.
7.3.3.2 Assess outage.

7.3.3.2.1 Evaluate the scope of the outage.

7.3.3.2.2 Determine if the application and database servers are operational and available.

7.3.3.2.3 Determine if the subsystem database(s) is operational and available.

7.3.3.2.4 Determine if all subsystem application components are operational and available.

7.3.3.3 Alert all recovery teams.

7.3.3.3.1 Determine if other subsystems are affected by the outage.

7.3.3.3.2 Notify recovery team members from other subsystems, if applicable.

7.3.3.4 Notify recovery administrator.

7.3.3.4.1 Brief recovery administrator on outage scope.

7.3.3.4.2 Determine outage severity and assign appropriate level.

7.3.3.5 Notify Management Recovery team.

7.3.3.5.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.3.3.5.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.3.3.5.3 Notify the MMIS account manager of outage assessment and estimated repair timeframe.

7.3.3.6 Notify maintenance vendor

7.3.3.6.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.3.3.6.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.3.3.7 Activate recovery structure.

7.3.3.7.1 Activate a telephone conference line to facilitate communication.

7.3.3.7.2 Establish checkpoint intervals for status reporting.

7.3.3.7.3 Notify Plano Medicaid Implementation Services Disaster Recovery manager.

7.3.3.7.4 Notify Herndon personnel of DR activation.

7.3.3.7.5 Initiate delivery of offsite recovery media to DR site.

7.3.3.8 Activate recovery site.

7.3.3.8.1 Verify the DR hardware is operational and in order.

7.3.3.8.2 Recover the subsystem server environment including all files.

7.3.3.8.3 Recover the subsystem database(s).

7.3.3.8.4 Recover and start the application.

7.3.3.9 Repair outage.

7.3.3.9.1 Repair/rebuild primary site infrastructure as necessary.

7.3.3.9.2 Verify primary site infrastructure is available and stable.

7.3.3.9.3 Repair/replace hardware as needed.

7.3.3.9.4 Stand-up servers with appropriate application environment.

7.3.3.9.5 Migrate database and application from DR site back to primary site.

7.3.3.10 Prepare status report
7.3.3.10.1 Contact Management Recovery team as required to report status of recovery activities.

7.3.3.10.2 Submit disaster assessment reports to Management Recovery team.
7.4 SUR

7.4.1 Level 1 

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

7.4.1.1 Assess outage.

7.4.1.1.1 Evaluate the scope of the outage.

7.4.1.1.2 Determine if the application and database servers are operational and available.

7.4.1.1.3 Determine if the subsystem database(s) is operational and available.

7.4.1.1.4 Determine if all subsystem application components are operational and available.

7.4.1.2 Notifying MMIS Recovery Team members.

7.4.1.2.1 Notify the subsystem functional area lead.

7.4.1.2.2 Notify the DSS Oracle database administrator.

7.4.1.2.3 Notify the UNIX system administrator.

7.4.1.3 Notify recovery administrator.

7.4.1.3.1 Brief recovery administrator on outage scope.

7.4.1.3.2 Determine outage severity and assign appropriate level.

7.4.1.4 Notify Management Recovery Team.

7.4.1.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.4.1.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.4.1.5 Notify maintenance vendor

7.4.1.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.4.1.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.4.1.6 Repair outage.

7.4.1.6.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.4.1.6.2 Recover any subsystem files that may have been lost.

7.4.1.6.3 Recover the subsystem database(s), if necessary.

7.4.1.6.4 Recover and start the application

7.4.1.7 Prepare status report
7.4.1.7.1 Contact Management Recovery team as required to report status of recovery activities.

7.4.1.7.2 Submit disaster assessment reports to Management Recovery team.

7.4.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

7.4.2.1 Notifying MMIS Recovery team members.

7.4.2.1.1 Notify the subsystem functional area lead.

7.4.2.1.2 Notify the DSS Oracle database administrator.

7.4.2.1.3 Notify the UNIX system administrator.

7.4.2.2 Assess outage.

7.4.2.2.1 Evaluate the scope of the outage.

7.4.2.2.2 Determine if the application and database servers are operational and available.

7.4.2.2.3 Determine if the subsystem database(s) is operational and available.

7.4.2.2.4 Determine if all subsystem application components are operational and available.

7.4.2.3 Notify recovery administrator.

7.4.2.3.1 Brief recovery administrator on outage scope.

7.4.2.3.2 Determine outage severity and assign appropriate level.

7.4.2.4 Notify Management Recovery team.

7.4.2.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.4.2.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.4.2.5 Notify maintenance vendor

7.4.2.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.4.2.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.4.2.6 Activate recovery center.

7.4.2.6.1 Activate a telephone conference line to facilitate communication.

7.4.2.6.2 Establish checkpoint intervals for status reporting.

7.4.2.7 Repair outage.

7.4.2.7.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.4.2.7.2 Recover any subsystem files that may have been lost.

7.4.2.7.3 Recover the subsystem database(s), if necessary.

7.4.2.7.4 Recover and start the application

7.4.2.8 Prepare status report
7.4.2.8.1 Contact Management Recovery team as required to report status of recovery activities.

7.4.2.8.2 Submit disaster assessment reports to Management Recovery team.
7.4.3 Level 3 
Critical services unavailable, major damage, repairs are not possible, and situation has escalated.

Duration: Greater than 48 hours.

7.4.3.1 Notifying MMIS Recovery team members.

7.4.3.1.1 Notify the subsystem functional area lead.

7.4.3.1.2 Notify the DSS Oracle database administrator.

7.4.3.1.3 Notify the UNIX system administrator.

7.4.3.2 Assess outage.

7.4.3.2.1 Evaluate the scope of the outage.

7.4.3.2.2 Determine if the application and database servers are operational and available.

7.4.3.2.3 Determine if the subsystem database(s) is operational and available.

7.4.3.2.4 Determine if all subsystem application components are operational and available.

7.4.3.3 Alert all recovery teams.

7.4.3.3.1 Determine if other subsystems are affected by the outage.

7.4.3.3.2 Notify recovery team members from other subsystems, if applicable.

7.4.3.4 Notify recovery administrator.

7.4.3.4.1 Brief Recovery administrator on outage scope.

7.4.3.4.2 Determine outage severity and assign appropriate level.

7.4.3.5 Notify Management Recovery team.

7.4.3.5.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.4.3.5.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.4.3.5.3 Notify the MMIS account manager of outage assessment and estimated repair timeframe.

7.4.3.6 Notify maintenance vendor

7.4.3.6.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.4.3.6.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.4.3.7 Activate recovery structure.

7.4.3.7.1 Activate a telephone conference line to facilitate communication.

7.4.3.7.2 Establish checkpoint intervals for status reporting.

7.4.3.7.3 Notify Plano Medicaid Implementation Services Disaster Recovery manager.

7.4.3.7.4 Notify Herndon personnel of DR activation.

7.4.3.7.5 Initiate delivery of offsite recovery media to DR site.

7.4.3.8 Activate recovery site.

7.4.3.8.1 Verify the DR hardware is operational and in order.

7.4.3.8.2 Recover the subsystem server environment including all files.

7.4.3.8.3 Recover the subsystem database(s).

7.4.3.8.4 Recover and start the application.

7.4.3.9 Repair outage.

7.4.3.9.1 Repair/rebuild primary site infrastructure as necessary.

7.4.3.9.2 Verify primary site infrastructure is available and stable.

7.4.3.9.3 Repair/replace hardware as needed.

7.4.3.9.4 Stand-up servers with appropriate application environment.

7.4.3.9.5 Migrate database and application from DR site back to primary site.
7.4.3.10 Prepare status report
7.4.3.10.1 Contact Management Recovery team as required to report status of recovery activities.

7.4.3.10.2 Submit disaster assessment reports to Management Recovery team.
7.5 Service Authorization

7.5.1 Level 1 

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

7.5.1.1 Assess outage.

7.5.1.1.1 Evaluate the scope of the outage.

7.5.1.1.2 Determine if the application and database servers are operational and available.

7.5.1.1.3 Determine if the subsystem database(s) is operational and available.

7.5.1.1.4 Determine if all subsystem application components are operational and available.

7.5.1.2 Notifying MMIS Recovery team members.

7.5.1.2.1 Notify the subsystem functional area lead.

7.5.1.2.2 Notify the MMIS Oracle database administrator.

7.5.1.2.3 Notify the UNIX system administrator.

7.5.1.3 Notify recovery administrator.

7.5.1.3.1 Brief recovery administrator on outage scope.

7.5.1.3.2 Determine outage severity and assign appropriate level.

7.5.1.4 Notify Management Recovery Team.

7.5.1.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.5.1.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.5.1.5 Notify maintenance vendor

7.5.1.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.5.1.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.5.1.6 Repair outage.

7.5.1.6.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.5.1.6.2 Recover any subsystem files that may have been lost.

7.5.1.6.3 Recover the subsystem database(s), if necessary.

7.5.1.6.4 Recover and start the application

7.5.1.7 Prepare status report
7.5.1.7.1 Contact Management Recovery team as required to report status of recovery activities.

7.5.1.7.2 Submit disaster assessment reports to Management Recovery team.

7.5.2 Level 2 

Critical systems unavailable, moderate outage and situation may escalate if fixes are unsuccessful. 

Duration: More than four hours but less than 48 hours.

7.5.2.1 Notifying MMIS Recovery team members.

7.5.2.1.1 Notify the subsystem functional area lead.

7.5.2.1.2 Notify the MMIS Oracle database administrator.

7.5.2.1.3 Notify the UNIX system administrator.

7.5.2.2 Assess outage.

7.5.2.2.1 Evaluate the scope of the outage.

7.5.2.2.2 Determine if the application and database servers are operational and available.

7.5.2.2.3 Determine if the subsystem database(s) is operational and available.

7.5.2.2.4 Determine if all subsystem application components are operational and available.

7.5.2.3 Notify recovery administrator.

7.5.2.3.1 Brief recovery administrator on outage scope.

7.5.2.3.2 Determine outage severity and assign appropriate level.

7.5.2.4 Notify Management Recovery team.

7.5.2.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.5.2.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.5.2.5 Notify Maintenance Vendor

7.5.2.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.5.2.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.5.2.6 Activate Recovery Center.

7.5.2.6.1 Activate a telephone conference line to facilitate communication.

7.5.2.6.2 Establish checkpoint intervals for status reporting.

7.5.2.7 Repair outage.

7.5.2.7.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.5.2.7.2 Recover any subsystem files that may have been lost.

7.5.2.7.3 Recover the subsystem database(s), if necessary.

7.5.2.7.4 Recover and start the application

7.5.2.8 Prepare status report
7.5.2.8.1 Contact Management Recovery team as required to report status of recovery activities.

7.5.2.8.2 Submit disaster assessment reports to Management Recovery team.
7.5.3 Level 3 
Critical services unavailable, major damage, repairs are not possible, and situation has escalated.

Duration: Greater than 48 hours.

7.5.3.1 Notifying MMIS Recovery team members.

7.5.3.1.1 Notify the subsystem functional area lead.

7.5.3.1.2 Notify the MMIS Oracle database administrator.

7.5.3.1.3 Notify the UNIX system administrator.

7.5.3.2 Assess outage.

7.5.3.2.1 Evaluate the scope of the outage.

7.5.3.2.2 Determine if the application and database servers are operational and available.

7.5.3.2.3 Determine if the subsystem database(s) is operational and available.

7.5.3.2.4 Determine if all subsystem application components are operational and available.

7.5.3.3 Alert all recovery teams.

7.5.3.3.1 Determine if other subsystems are affected by the outage.

7.5.3.3.2 Notify recovery team members from other subsystems, if applicable.

7.5.3.4 Notify recovery administrator.

7.5.3.4.1 Brief recovery administrator on outage scope.

7.5.3.4.2 Determine outage severity and assign appropriate level.

7.5.3.5 Notify Management Recovery team.

7.5.3.5.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.5.3.5.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.5.3.5.3 Notify the MMIS account manager of outage assessment and estimated repair timeframe.

7.5.3.6 Notify maintenance vendor

7.5.3.6.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.5.3.6.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.5.3.7 Activate recovery structure.

7.5.3.7.1 Activate a telephone conference line to facilitate communication.

7.5.3.7.2 Establish checkpoint intervals for status reporting.

7.5.3.7.3 Notify Plano Medicaid Implementation Services Disaster Recovery manager.

7.5.3.7.4 Notify Herndon personnel of DR activation.

7.5.3.7.5 Initiate delivery of offsite recovery media to DR site.

7.5.3.8 Activate recovery site.

7.5.3.8.1 Verify the DR hardware is operational and in order.

7.5.3.8.2 Recover the subsystem server environment including all files.

7.5.3.8.3 Recover the subsystem database(s).

7.5.3.8.4 Recover and start the application.

7.5.3.9 Repair Outage.

7.5.3.9.1 Repair/rebuild primary site infrastructure as necessary.

7.5.3.9.2 Verify primary site infrastructure is available and stable.

7.5.3.9.3 Repair/replace hardware as needed.

7.5.3.9.4 Stand-up servers with appropriate application environment.

7.5.3.9.5 Migrate database and application from DR site back to primary site.
7.5.3.10 Prepare status report
7.5.3.10.1 Contact Management Recovery team as required to report status of recovery activities.

7.5.3.10.2 Submit disaster assessment reports to Management Recovery team.

7.6 Reference

7.6.1 Level 1 

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

7.6.1.1 Assess outage.

7.6.1.1.1 Evaluate the scope of the outage.

7.6.1.1.2 Determine if the application and database servers are operational and available.

7.6.1.1.3 Determine if the subsystem database(s) is operational and available.

7.6.1.1.4 Determine if all subsystem application components are operational and available.

7.6.1.2 Notifying MMIS Recovery team members.

7.6.1.2.1 Notify the subsystem functional area lead.

7.6.1.2.2 Notify the MMIS Oracle database administrator.

7.6.1.2.3 Notify the UNIX system administrator.

7.6.1.3 Notify recovery administrator.

7.6.1.3.1 Brief recovery administrator on outage scope.

7.6.1.3.2 Determine outage severity and assign appropriate level.

7.6.1.4 Notify Management Recovery team.

7.6.1.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.6.1.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.6.1.5 Notify maintenance vendor

7.6.1.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.6.1.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.6.1.6 Repair outage.

7.6.1.6.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.6.1.6.2 Recover any subsystem files that may have been lost.

7.6.1.6.3 Recover the subsystem database(s), if necessary.

7.6.1.6.4 Recover and start the application

7.6.1.7 Prepare status report
7.6.1.7.1 Contact Management Recovery team as required to report status of recovery activities.

7.6.1.7.2 Submit disaster assessment reports to Management Recovery team.

7.6.2 Level 2 

Critical systems unavailable, moderate outage and situation may escalate if fixes are unsuccessful. 

Duration: More than four hours but less than 48 hours.

7.6.2.1 Notifying MMIS Recovery team members.

7.6.2.1.1 Notify the subsystem functional area lead.

7.6.2.1.2 Notify the MMIS Oracle database administrator.

7.6.2.1.3 Notify the UNIX system administrator.

7.6.2.2 Assess outage.

7.6.2.2.1 Evaluate the scope of the outage.

7.6.2.2.2 Determine if the application and database servers are operational and available.

7.6.2.2.3 Determine if the subsystem database(s) is operational and available.

7.6.2.2.4 Determine if all subsystem application components are operational and available.

7.6.2.3 Notify recovery administrator.

7.6.2.3.1 Brief recovery administrator on outage scope.

7.6.2.3.2 Determine outage severity and assign appropriate level.

7.6.2.4 Notify Management Recovery team.

7.6.2.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.6.2.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.6.2.5 Notify maintenance vendor

7.6.2.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.6.2.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.6.2.6 Activate Recovery Center.

7.6.2.6.1 Activate a telephone conference line to facilitate communication.

7.6.2.6.2 Establish checkpoint intervals for status reporting.

7.6.2.7 Repair Outage.

7.6.2.7.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.6.2.7.2 Recover any subsystem files that may have been lost.

7.6.2.7.3 Recover the subsystem database(s), if necessary.

7.6.2.7.4 Recover and start the application

7.6.2.8 Prepare status report
7.6.2.8.1 Contact Management Recovery team as required to report status of recovery activities.
7.6.2.8.2 Submit disaster assessment reports to Management Recovery team.
7.6.3 Level 3 
Critical services unavailable, major damage, repairs are not possible, and situation has escalated.

Duration: Greater than 48 hours.

7.6.3.1 Notifying MMIS Recovery team members.

7.6.3.1.1 Notify the subsystem functional area lead.

7.6.3.1.2 Notify the MMIS Oracle database administrator.

7.6.3.1.3 Notify the UNIX system administrator.

7.6.3.2 Assess outage.

7.6.3.2.1 Evaluate the scope of the outage.

7.6.3.2.2 Determine if the application and database servers are operational and available.

7.6.3.2.3 Determine if the subsystem database(s) is operational and available.

7.6.3.2.4 Determine if all subsystem application components are operational and available.

7.6.3.3 Alert all recovery teams.

7.6.3.3.1 Determine if other subsystems are affected by the outage.

7.6.3.3.2 Notify recovery team members from other subsystems, if applicable.

7.6.3.4 Notify recovery administrator.

7.6.3.4.1 Brief recovery administrator on outage scope.

7.6.3.4.2 Determine outage severity and assign appropriate level.

7.6.3.5 Notify Management Recovery team.

7.6.3.5.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.6.3.5.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.6.3.5.3 Notify the MMIS account manager of outage assessment and estimated repair timeframe.

7.6.3.6 Notify maintenance vendor

7.6.3.6.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.6.3.6.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.6.3.7 Activate recovery structure.

7.6.3.7.1 Activate a telephone conference line to facilitate communication.

7.6.3.7.2 Establish checkpoint intervals for status reporting.

7.6.3.7.3 Notify Plano Medicaid Implementation Services Disaster Recovery manager.

7.6.3.7.4 Notify Herndon personnel of DR activation.

7.6.3.7.5 Initiate delivery of offsite recovery media to DR site.

7.6.3.8 Activate recovery site.

7.6.3.8.1 Verify the DR hardware is operational and in order.

7.6.3.8.2 Recover the subsystem server environment including all files.

7.6.3.8.3 Recover the subsystem database(s).

7.6.3.8.4 Recover and start the application.

7.6.3.9 Repair outage.

7.6.3.9.1 Repair/rebuild primary site infrastructure as necessary.

7.6.3.9.2 Verify primary site infrastructure is available and stable.

7.6.3.9.3 Repair/replace hardware as needed.

7.6.3.9.4 Stand-up servers with appropriate application environment.

7.6.3.9.5 Migrate database and application from DR site back to primary site.
7.6.3.10 Prepare status report
7.6.3.10.1 Contact Management Recovery team as required to report status of recovery activities.

7.6.3.10.2 Submit disaster assessment reports to Management Recovery team.
7.7 MAR

7.7.1 Level 1 

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

7.7.1.1 Assess outage.

7.7.1.1.1 Evaluate the scope of the outage.

7.7.1.1.2 Determine if the application and database servers are operational and available.

7.7.1.1.3 Determine if the subsystem database(s) is operational and available.

7.7.1.1.4 Determine if all subsystem application components are operational and available.

7.7.1.2 Notifying MMIS Recovery team members.

7.7.1.2.1 Notify the subsystem functional area lead.

7.7.1.2.2 Notify the MMIS Oracle database administrator.

7.7.1.2.3 Notify the UNIX system administrator.

7.7.1.3 Notify recovery administrator.

7.7.1.3.1 Brief recovery administrator on outage scope.

7.7.1.3.2 Determine outage severity and assign appropriate level.

7.7.1.4 Notify Management Recovery team.

7.7.1.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.7.1.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.7.1.5 Notify Maintenance Vendor

7.7.1.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.7.1.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.7.1.6 Repair outage.

7.7.1.6.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.7.1.6.2 Recover any subsystem files that may have been lost.

7.7.1.6.3 Recover the subsystem database(s), if necessary.

7.7.1.6.4 Recover and start the application

7.7.1.7 Prepare status report
7.7.1.7.1 Contact Management Recovery team as required to report status of recovery activities.

7.7.1.7.2 Submit disaster assessment reports to Management Recovery team.

7.7.2 Level 2 

Critical systems unavailable, moderate outage and situation may escalate if fixes are unsuccessful. 

Duration: More than four hours but less than 48 hours.

7.7.2.1 Notifying MMIS Recovery team members.

7.7.2.1.1 Notify the subsystem functional area lead.

7.7.2.1.2 Notify the MMIS Oracle database administrator.

7.7.2.1.3 Notify the UNIX system administrator.

7.7.2.2 Assess outage.

7.7.2.2.1 Evaluate the scope of the outage.

7.7.2.2.2 Determine if the application and database servers are operational and available.

7.7.2.2.3 Determine if the subsystem database(s) is operational and available.

7.7.2.2.4 Determine if all subsystem application components are operational and available.

7.7.2.3 Notify recovery administrator.

7.7.2.3.1 Brief recovery administrator on outage scope.

7.7.2.3.2 Determine outage severity and assign appropriate level.

7.7.2.4 Notify Management Recovery team.

7.7.2.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.7.2.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.7.2.5 Notify maintenance vendor

7.7.2.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.7.2.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.7.2.6 Activate recovery center.

7.7.2.6.1 Activate a telephone conference line to facilitate communication.

7.7.2.6.2 Establish checkpoint intervals for status reporting.

7.7.2.7 Repair outage.

7.7.2.7.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.7.2.7.2 Recover any subsystem files that may have been lost.

7.7.2.7.3 Recover the subsystem database(s), if necessary.

7.7.2.7.4 Recover and start the application

7.7.2.8 Prepare status report
7.7.2.8.1 Contact Management Recovery team as required to report status of recovery activities.

7.7.2.8.2 Submit disaster assessment reports to Management Recovery team.
7.7.3 Level 3 
Critical services unavailable, major damage, repairs are not possible, and situation has escalated.

Duration: Greater than 48 hours.

7.7.3.1 Notifying MMIS Recovery team members.

7.7.3.1.1 Notify the subsystem functional area lead.

7.7.3.1.2 Notify the MMIS Oracle database administrator.

7.7.3.1.3 Notify the UNIX system administrator.

7.7.3.2 Assess outage.

7.7.3.2.1 Evaluate the scope of the outage.

7.7.3.2.2 Determine if the application and database servers are operational and available.

7.7.3.2.3 Determine if the subsystem database(s) is operational and available.

7.7.3.2.4 Determine if all subsystem application components are operational and available.

7.7.3.3 Alert all recovery teams.

7.7.3.3.1 Determine if other subsystems are affected by the outage.

7.7.3.3.2 Notify recovery team members from other subsystems, if applicable.

7.7.3.4 Notify recovery administrator.

7.7.3.4.1 Brief recovery administrator on outage scope.

7.7.3.4.2 Determine outage severity and assign appropriate level.

7.7.3.5 Notify Management Recovery team.

7.7.3.5.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.7.3.5.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.7.3.5.3 Notify the MMIS account manager of outage assessment and estimated repair timeframe.

7.7.3.6 Notify maintenance vendor

7.7.3.6.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.7.3.6.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.7.3.7 Activate recovery structure.

7.7.3.7.1 Activate a telephone conference line to facilitate communication.

7.7.3.7.2 Establish checkpoint intervals for status reporting.

7.7.3.7.3 Notify Plano Medicaid Implementation Services Disaster Recovery manager.

7.7.3.7.4 Notify Herndon personnel of DR activation.

7.7.3.7.5 Initiate delivery of offsite recovery media to DR site.

7.7.3.8 Activate recovery site.

7.7.3.8.1 Verify the DR hardware is operational and in order.
7.7.3.8.2 Recover the subsystem server environment including all files.

7.7.3.8.3 Recover the subsystem database(s).

7.7.3.8.4 Recover and start the application.

7.7.3.9 Repair outage.

7.7.3.9.1 Repair/rebuild primary site infrastructure as necessary.

7.7.3.9.2 Verify primary site infrastructure is available and stable.

7.7.3.9.3 Repair/replace hardware as needed.

7.7.3.9.4 Stand-up servers with appropriate application environment.

7.7.3.9.5 Migrate database and application from DR site back to primary site.
7.7.3.10 Prepare status report
7.7.3.10.1 Contact Management Recovery team as required to report status of recovery activities.

7.7.3.10.2 Submit disaster assessment reports to Management Recovery team.
7.8 EPSDT

7.8.1 Level 1 

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

7.8.1.1 Assess outage.

7.8.1.1.1 Evaluate the scope of the outage.

7.8.1.1.2 Determine if the application and database servers are operational and available.

7.8.1.1.3 Determine if the subsystem database(s) is operational and available.

7.8.1.1.4 Determine if all subsystem application components are operational and available.

7.8.1.2 Notifying MMIS recovery team members.

7.8.1.2.1 Notify the subsystem functional area lead.

7.8.1.2.2 Notify the MMIS Oracle database administrator.

7.8.1.2.3 Notify the UNIX system administrator.

7.8.1.3 Notify recovery administrator.

7.8.1.3.1 Brief recovery administrator on outage scope.

7.8.1.3.2 Determine outage severity and assign appropriate level.

7.8.1.4 Notify Management Recovery team.
7.8.1.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.8.1.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.8.1.5 Notify Maintenance Vendor
7.8.1.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.8.1.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.8.1.6 Repair outage.

7.8.1.6.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.8.1.6.2 Recover any subsystem files that may have been lost.

7.8.1.6.3 Recover the subsystem database(s), if necessary.

7.8.1.6.4 Recover and start the application

7.8.1.7 Prepare status report
7.8.1.7.1 Contact Management Recovery team as required to report status of recovery activities.

7.8.1.7.2 Submit disaster assessment reports to Management Recovery team.
7.8.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

7.8.2.1 Notifying MMIS Recovery team members.

7.8.2.1.1 Notify the subsystem functional area lead.
7.8.2.1.2 Notify the MMIS Oracle database administrator.

7.8.2.1.3 Notify the UNIX system administrator.
7.8.2.2 Assess outage.

7.8.2.2.1 Evaluate the scope of the outage.

7.8.2.2.2 Determine if the application and database servers are operational and available.

7.8.2.2.3 Determine if the subsystem database(s) is operational and available.

7.8.2.2.4 Determine if all subsystem application components are operational and available.

7.8.2.3 Notify recovery administrator.

7.8.2.3.1 Brief Recovery administrator on outage scope.

7.8.2.3.2 Determine outage severity and assign appropriate level.

7.8.2.4 Notify Management Recovery team.
7.8.2.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.8.2.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.8.2.5 Notify maintenance vendor
7.8.2.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.8.2.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.8.2.6 Activate recovery center.

7.8.2.6.1 Activate a telephone conference line to facilitate communication.

7.8.2.6.2 Establish checkpoint intervals for status reporting.

7.8.2.7 Repair outage.

7.8.2.7.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.8.2.7.2 Recover any subsystem files that may have been lost.

7.8.2.7.3 Recover the subsystem database(s), if necessary.

7.8.2.7.4 Recover and start the application.

7.8.2.8 Prepare status report
7.8.2.8.1 Contact Management Recovery team as required to report status of recovery activities.

7.8.2.8.2 Submit disaster assessment reports to Management Recovery team.
7.8.3 Level 3 
Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

7.8.3.1 Notifying MMIS Recovery team members.

7.8.3.1.1 Notify the subsystem functional area lead.

7.8.3.1.2 Notify the MMIS Oracle database administrator.

7.8.3.1.3 Notify the UNIX system administrator.

7.8.3.2 Assess outage.

7.8.3.2.1 Evaluate the scope of the outage.

7.8.3.2.2 Determine if the application and database servers are operational and available.

7.8.3.2.3 Determine if the subsystem database(s) is operational and available.

7.8.3.2.4 Determine if all subsystem application components are operational and available.

7.8.3.3 Alert all recovery teams.

7.8.3.3.1 Determine if other subsystems are affected by the outage.

7.8.3.3.2 Notify recovery team members from other subsystems, if applicable.

7.8.3.4 Notify recovery administrator.

7.8.3.4.1 Brief recovery administrator on outage scope.

7.8.3.4.2 Determine outage severity and assign appropriate level.

7.8.3.5 Notify Management Recovery team.
7.8.3.5.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.8.3.5.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.8.3.5.3 Notify the MMIS account manager of outage assessment and estimated repair timeframe.

7.8.3.6 Notify maintenance vendor
7.8.3.6.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.8.3.6.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.8.3.7 Activate recovery structure.

7.8.3.7.1 Activate a telephone conference line to facilitate communication.

7.8.3.7.2 Establish checkpoint intervals for status reporting.

7.8.3.7.3 Notify Plano Medicaid Implementation Services Disaster Recovery manager.

7.8.3.7.4 Notify Herndon personnel of DR activation.

7.8.3.7.5 Initiate delivery of offsite recovery media to DR site.

7.8.3.8 Activate recovery site.

7.8.3.8.1 Verify the DR hardware is operational and in order.

7.8.3.8.2 Recover the subsystem server environment including all files.

7.8.3.8.3 Recover the subsystem database(s).

7.8.3.8.4 Recover and start the application.
7.8.3.9 Repair outage.

7.8.3.9.1 Repair/rebuild primary site infrastructure as necessary.

7.8.3.9.2 Verify primary site infrastructure is available and stable.

7.8.3.9.3 Repair/replace hardware as needed.

7.8.3.9.4 Stand-up servers with appropriate application environment.

7.8.3.9.5 Migrate database and application from DR site back to primary site.

7.8.3.10 Prepare status report
7.8.3.10.1 Contact Management Recovery team as required to report status of recovery activities.

7.8.3.10.2 Submit disaster assessment reports to Management Recovery team.
7.9 Third Party Liability (TPL)

7.9.1 Level 1 

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

7.9.1.1 Assess outage.

7.9.1.1.1 Evaluate the scope of the outage.

7.9.1.1.2 Determine if the application and database servers are operational and available.

7.9.1.1.3 Determine if the subsystem database(s) is operational and available.

7.9.1.1.4 Determine if all subsystem application components are operational and available.

7.9.1.2 Notifying MMIS Recovery team members.

7.9.1.2.1 Notify the subsystem functional area lead.

7.9.1.2.2 Notify the MMIS Oracle database administrator.

7.9.1.2.3 Notify the UNIX system administrator.

7.9.1.3 Notify recovery administrator.

7.9.1.3.1 Brief recovery administrator on outage scope.

7.9.1.3.2 Determine outage severity and assign appropriate level.

7.9.1.4 Notify Management Recovery team.
7.9.1.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.9.1.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.9.1.5 Notify maintenance vendor
7.9.1.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.9.1.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.9.1.6 Repair outage.

7.9.1.6.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.9.1.6.2 Recover any subsystem files that may have been lost.

7.9.1.6.3 Recover the subsystem database(s), if necessary.

7.9.1.6.4 Recover and start the application.

7.9.1.7 Prepare status report
7.9.1.7.1 Contact Management Recovery team as required to report status of recovery activities.

7.9.1.7.2 Submit disaster assessment reports to Management Recovery team.
7.9.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

7.9.2.1 Notifying MMIS Recovery team members.

7.9.2.1.1 Notify the subsystem functional area lead.

7.9.2.1.2 Notify the MMIS Oracle database administrator.

7.9.2.1.3 Notify the UNIX system administrator.

7.9.2.2 Assess outage.

7.9.2.2.1 Evaluate the scope of the outage.

7.9.2.2.2 Determine if the application and database servers are operational and available.

7.9.2.2.3 Determine if the subsystem database(s) is operational and available.

7.9.2.2.4 Determine if all subsystem application components are operational and available.

7.9.2.3 Notify recovery administrator.

7.9.2.3.1 Brief recovery administrator on outage scope.

7.9.2.3.2 Determine outage severity and assign appropriate level.

7.9.2.4 Notify Management Recovery team.
7.9.2.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.9.2.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.9.2.5 Notify maintenance vendor
7.9.2.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.9.2.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.9.2.6 Activate recovery center.

7.9.2.6.1 Activate a telephone conference line to facilitate communication.

7.9.2.6.2 Establish checkpoint intervals for status reporting.

7.9.2.7 Repair outage.

7.9.2.7.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.9.2.7.2 Recover any subsystem files that may have been lost.

7.9.2.7.3  Recover the subsystem database(s), if necessary.

7.9.2.7.4 Recover and start the application.

7.9.2.8 Prepare status report
7.9.2.8.1 Contact Management Recovery team as required to report status of recovery activities.

7.9.2.8.2  Submit disaster assessment reports to Management Recovery team.
7.9.3 Level 3 
Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

7.9.3.1 Notifying MMIS Recovery team members.

7.9.3.1.1 Notify the subsystem functional area lead.

7.9.3.1.2 Notify the MMIS Oracle database administrator.

7.9.3.1.3 Notify the UNIX system administrator.

7.9.3.2 Assess outage.

7.9.3.2.1 Evaluate the scope of the outage.

7.9.3.2.2 Determine if the application and database servers are operational and available.

7.9.3.2.3 Determine if the subsystem database(s) is operational and available.

7.9.3.2.4 Determine if all subsystem application components are operational and available.

7.9.3.3 Alert all recovery teams.

7.9.3.3.1 Determine if other subsystems are affected by the outage.

7.9.3.3.2 Notify recovery team members from other subsystems, if applicable.

7.9.3.4 Notify recovery administrator.

7.9.3.4.1 Brief recovery administrator on outage scope.

7.9.3.4.2 Determine outage severity and assign appropriate level.

7.9.3.5 Notify Management Recovery team.
7.9.3.5.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.9.3.5.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.9.3.5.3 Notify the MMIS account manager of outage assessment and estimated repair timeframe.

7.9.3.6  Notify maintenance vendor
7.9.3.6.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.9.3.6.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.9.3.7 Activate recovery structure.

7.9.3.7.1 Activate a telephone conference line to facilitate communication.

7.9.3.7.2 Establish checkpoint intervals for status reporting.

7.9.3.7.3 Notify Plano Medicaid Implementation Services Disaster Recovery manager.

7.9.3.7.4 Notify Herndon personnel of DR activation.

7.9.3.7.5 Initiate delivery of offsite recovery media to DR site.

7.9.3.8 Activate recovery site.

7.9.3.8.1 Verify the DR hardware is operational and in order.

7.9.3.8.2 Recover the subsystem server environment including all files.

7.9.3.8.3 Recover the subsystem database(s).

7.9.3.8.4 Recover and start the application.

7.9.3.9 Repair outage.

7.9.3.9.1 Repair/rebuild primary site infrastructure as necessary.

7.9.3.9.2 Verify primary site infrastructure is available and stable.

7.9.3.9.3 Repair/replace hardware as needed.

7.9.3.9.4 Stand-up servers with appropriate application environment.

7.9.3.9.5 Migrate database and application from DR site back to primary site.

7.9.3.10 Prepare status report
7.9.3.10.1 Contact Management Recovery team as required to report status of recovery activities.

7.9.3.10.2 Submit disaster assessment reports to Management Recovery team.
7.10 Financial 

7.10.1 Level 1 

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

7.10.1.1 Assess outage.

7.10.1.1.1 Evaluate the scope of the outage.

7.10.1.1.2 Determine if the application and database servers are operational and available.

7.10.1.1.3 Determine if the subsystem database(s) is operational and available.

7.10.1.1.4 Determine if all subsystem application components are operational and available.

7.10.1.2 Notifying MMIS Recovery team members.

7.10.1.2.1 Notify the subsystem functional area lead.

7.10.1.2.2 Notify the MMIS Oracle database administrator.

7.10.1.2.3 Notify the UNIX system administrator.

7.10.1.3 Notify recovery administrator.

7.10.1.3.1 Brief recovery administrator on outage scope.

7.10.1.3.2 Determine outage severity and assign appropriate level.

7.10.1.4 Notify Management Recovery team.
7.10.1.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.10.1.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.10.1.5 Notify maintenance vendor
7.10.1.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.10.1.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.10.1.6 Repair outage.

7.10.1.6.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.10.1.6.2 Recover any subsystem files that may have been lost.

7.10.1.6.3 Recover the subsystem database(s), if necessary.

7.10.1.6.4 Recover and start the application.

7.10.1.7 Prepare status report
7.10.1.7.1 Contact Management Recovery team as required to report status of recovery activities.

7.10.1.7.2 Submit disaster assessment reports to Management Recovery team.

7.10.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

7.10.2.1 Notifying MMIS Recovery team members.

7.10.2.1.1 Notify the subsystem functional area lead.

7.10.2.1.2 Notify the MMIS Oracle database administrator.

7.10.2.1.3 Notify the UNIX system administrator.

7.10.2.2 Assess outage.

7.10.2.2.1 Evaluate the scope of the outage.

7.10.2.2.2 Determine if the application and database servers are operational and available.

7.10.2.2.3 Determine if the subsystem database(s) is operational and available.

7.10.2.2.4 Determine if all subsystem application components are operational and available.

7.10.2.3 Notify recovery administrator.

7.10.2.3.1 Brief recovery administrator on outage scope.

7.10.2.3.2 Determine outage severity and assign appropriate level.

7.10.2.4 Notify Management Recovery team.
7.10.2.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.10.2.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.10.2.5 Notify maintenance vendor
7.10.2.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.10.2.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.10.2.6 Activate recovery center.

7.10.2.6.1 Activate a telephone conference line to facilitate communication.

7.10.2.6.2 Establish checkpoint intervals for status reporting.

7.10.2.7 Repair outage.

7.10.2.7.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.10.2.7.2  Recover any subsystem files that may have been lost.

7.10.2.7.3 Recover the subsystem database(s), if necessary.

7.10.2.7.4 Recover and start the application.

7.10.2.8 Prepare status report
7.10.2.8.1 Contact Management Recovery team as required to report status of recovery activities.

7.10.2.8.2 Submit disaster assessment reports to Management Recovery team.

7.10.3 Level 3 
Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated. 
Duration: Greater than 48 hours

7.10.3.1 Notifying MMIS Recovery team members.

7.10.3.1.1 Notify the subsystem functional area lead.

7.10.3.1.2 Notify the MMIS Oracle database administrator.

7.10.3.1.3 Notify the UNIX system administrator.

7.10.3.2 Assess outage.

7.10.3.2.1 Evaluate the scope of the outage.

7.10.3.2.2 Determine if the application and database servers are operational and available.

7.10.3.2.3 Determine if the subsystem database(s) is operational and available.

7.10.3.2.4 Determine if all subsystem application components are operational and available.

7.10.3.3 Alert all recovery teams.

7.10.3.3.1 Determine if other subsystems are affected by the outage.

7.10.3.3.2 Notify recovery team members from other subsystems, if applicable.

7.10.3.4 Notify recovery administrator.

7.10.3.4.1 Brief recovery administrator on outage scope.

7.10.3.4.2 Determine outage severity and assign appropriate level.

7.10.3.5 Notify Management Recovery team.
7.10.3.5.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.10.3.5.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.10.3.5.3 Notify the MMIS account manager of outage assessment and estimated repair timeframe.

7.10.3.6 Notify maintenance vendor
7.10.3.6.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.10.3.6.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.10.3.7 Activate recovery structure.

7.10.3.7.1 Activate a telephone conference line to facilitate communication.

7.10.3.7.2 Establish checkpoint intervals for status reporting.

7.10.3.7.3 Notify Plano Medicaid Implementation Services Disaster Recovery manager.

7.10.3.7.4 Notify Herndon personnel of DR activation.

7.10.3.7.5 Initiate delivery of offsite recovery media to DR site.

7.10.3.8 Activate recovery site.

7.10.3.8.1 Verify the DR hardware is operational and in order.

7.10.3.8.2 Recover the subsystem server environment including all files.

7.10.3.8.3 Recover the subsystem database(s).

7.10.3.8.4 Recover and start the application.

7.10.3.9 Repair outage.

7.10.3.9.1 Repair/rebuild primary site infrastructure as necessary.

7.10.3.9.2 Verify primary site infrastructure is available and stable.

7.10.3.9.3 Repair/replace hardware as needed.

7.10.3.9.4 Stand-up servers with appropriate application environment.

7.10.3.9.5 Migrate database and application from DR site back to primary site.

7.10.3.10 Prepare status report
7.10.3.10.1 Contact Management Recovery team as required to report status of recovery activities.

7.10.3.10.2 Submit disaster assessment reports to Management Recovery team.
7.11 Benefits Admin

7.11.1 Level 1 

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

7.11.1.1 Assess outage.

7.11.1.1.1 Evaluate the scope of the outage.

7.11.1.1.2 Determine if the application and database servers are operational and available.

7.11.1.1.3 Determine if the subsystem database(s) is operational and available.

7.11.1.1.4 Determine if all subsystem application components are operational and available.

7.11.1.2 Notifying MMIS Recovery team members.

7.11.1.2.1 Notify the subsystem functional area lead.

7.11.1.2.2 Notify the MMIS Oracle database administrator.

7.11.1.2.3 Notify the UNIX system administrator.

7.11.1.3 Notify recovery administrator.

7.11.1.3.1 Brief recovery administrator on outage scope.

7.11.1.3.2 Determine outage severity and assign appropriate level.

7.11.1.4 Notify Management Recovery team.
7.11.1.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.11.1.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.11.1.5 Notify maintenance vendor
7.11.1.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.11.1.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.11.1.6 Repair outage.

7.11.1.6.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.11.1.6.2 Recover any subsystem files that may have been lost.

7.11.1.6.3 Recover the subsystem database(s), if necessary.

7.11.1.6.4 Recover and start the application.

7.11.1.7 Prepare status report
7.11.1.7.1 Contact Management Recovery team as required to report status of recovery activities.

7.11.1.7.2 Submit disaster assessment reports to Management Recovery team.

7.11.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

7.11.2.1 Notifying MMIS Recovery team members.

7.11.2.1.1 Notify the subsystem functional area lead.

7.11.2.1.2 Notify the MMIS Oracle database administrator.

7.11.2.1.3 Notify the UNIX system administrator.

7.11.2.2 Assess outage.

7.11.2.2.1 Evaluate the scope of the outage.

7.11.2.2.2 Determine if the application and database servers are operational and available.

7.11.2.2.3 Determine if the subsystem database(s) is operational and available.

7.11.2.2.4 Determine if all subsystem application components are operational and available.

7.11.2.3 Notify recovery administrator.

7.11.2.3.1 Brief recovery administrator on outage scope.

7.11.2.3.2 Determine outage severity and assign appropriate level.

7.11.2.4 Notify Management Recovery team.
7.11.2.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.11.2.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.11.2.5 Notify maintenance vendor
7.11.2.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.11.2.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.11.2.6 Activate recovery center.

7.11.2.6.1 Activate a telephone conference line to facilitate communication.

7.11.2.6.2 Establish checkpoint intervals for status reporting.

7.11.2.7 Repair outage.

7.11.2.7.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.11.2.7.2 Recover any subsystem files that may have been lost.

7.11.2.7.3 Recover the subsystem database(s), if necessary.

7.11.2.7.4 Recover and start the application.

7.11.2.8 Prepare status report
7.11.2.8.1 Contact Management Recovery team as required to report status of recovery activities.

7.11.2.8.2 Submit disaster assessment reports to Management Recovery team.
7.11.3 Level 3 
Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

7.11.3.1 Notifying MMIS Recovery team members.

7.11.3.1.1 Notify the subsystem functional area lead.

7.11.3.1.2 Notify the MMIS Oracle database administrator.

7.11.3.1.3 Notify the UNIX system administrator.
7.11.3.2 Assess outage.

7.11.3.2.1 Evaluate the scope of the outage.

7.11.3.2.2 Determine if the application and database servers are operational and available.

7.11.3.2.3 Determine if the subsystem database(s) is operational and available.

7.11.3.2.4 Determine if all subsystem application components are operational and available.

7.11.3.3 Alert all recovery teams.

7.11.3.3.1 Determine if other subsystems are affected by the outage.

7.11.3.3.2 Notify recovery team members from other subsystems, if applicable.

7.11.3.4 Notify recovery administrator.

7.11.3.4.1 Brief recovery administrator on outage scope.

7.11.3.4.2 Determine outage severity and assign appropriate level.

7.11.3.5 Notify Management Recovery team.
7.11.3.5.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.11.3.5.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.11.3.5.3 Notify the MMIS account manager of outage assessment and estimated repair timeframe.

7.11.3.6 Notify maintenance vendor
7.11.3.6.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.11.3.6.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.11.3.7 Activate recovery structure.

7.11.3.7.1 Activate a telephone conference line to facilitate communication.

7.11.3.7.2 Establish checkpoint intervals for status reporting.

7.11.3.7.3 Notify Plano Medicaid Implementation Services Disaster Recovery manager.

7.11.3.7.4 Notify Herndon personnel of DR activation.

7.11.3.7.5 Initiate delivery of offsite recovery media to DR site.

7.11.3.8 Activate recovery site.

7.11.3.8.1 Verify the DR hardware is operational and in order.

7.11.3.8.2 Recover the subsystem server environment including all files.

7.11.3.8.3 Recover the subsystem database(s).

7.11.3.8.4 Recover and start the application.

7.11.3.9 Repair outage.

7.11.3.9.1 Repair/rebuild primary site infrastructure as necessary.

7.11.3.9.2 Verify primary site infrastructure is available and stable.

7.11.3.9.3 Repair/replace hardware as needed.

7.11.3.9.4 Stand-up servers with appropriate application environment.

7.11.3.9.5 Migrate database and application from DR site back to primary site.

7.11.3.10 Prepare status report
7.11.3.10.1 Contact Management Recovery team as required to report status of recovery activities.

7.11.3.10.2 Submit disaster assessment reports to Management Recovery team.

7.12 MMIS User Interface

7.12.1 Level 1 

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

7.12.1.1 Assess outage.

7.12.1.1.1 Evaluate the scope of the outage.

7.12.1.1.2 Determine if the application and database servers are operational and available.

7.12.1.1.3 Determine if the subsystem database(s) is operational and available.

7.12.1.1.4 Determine if all subsystem application components are operational and available.

7.12.1.2 Notifying MMIS Recovery team members.

7.12.1.2.1 Notify the subsystem functional area lead.

7.12.1.2.2 Notify the MMIS Oracle database administrator.

7.12.1.2.3 Notify the UNIX system administrator.

7.12.1.2.4 Notify the Windows system administrator.

7.12.1.3 Notify recovery administrator.

7.12.1.3.1 Brief recovery administrator on outage scope.

7.12.1.3.2 Determine outage severity and assign appropriate level.

7.12.1.4 Notify Management Recovery team.
7.12.1.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.12.1.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.12.1.5 Notify maintenance vendor
7.12.1.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.12.1.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.12.1.6 Repair outage.

7.12.1.6.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.12.1.6.2 Recover any subsystem files that may have been lost.

7.12.1.6.3 Recover the subsystem database(s), if necessary.

7.12.1.6.4 Recover and start the application.

7.12.1.7 Prepare status report
7.12.1.7.1 Contact Management Recovery team as required to report status of recovery activities.

7.12.1.7.2 Submit disaster assessment reports to Management Recovery team.

7.12.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

7.12.2.1 Notifying MMIS Recovery team members.

7.12.2.1.1 Notify the subsystem functional area lead.

7.12.2.1.2 Notify the MMIS Oracle database administrator.

7.12.2.1.3 Notify the UNIX system administrator.

7.12.2.1.4 Notify the Windows system administrator.

7.12.2.2 Assess outage.

7.12.2.2.1 Evaluate the scope of the outage.

7.12.2.2.2 Determine if the application and database servers are operational and available.

7.12.2.2.3 Determine if the subsystem database(s) is operational and available.

7.12.2.2.4 Determine if all subsystem application components are operational and available.

7.12.2.3 Notify recovery administrator.

7.12.2.3.1 Brief recovery administrator on outage scope.

7.12.2.3.2 Determine outage severity and assign appropriate level.

7.12.2.4 Notify Management Recovery team.
7.12.2.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.12.2.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.12.2.5 Notify maintenance vendor
7.12.2.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.12.2.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.12.2.6 Activate Recovery Center.

7.12.2.6.1 Activate a telephone conference line to facilitate communication.

7.12.2.6.2 Establish checkpoint intervals for status reporting.

7.12.2.7 Repair outage.

7.12.2.7.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.12.2.7.2 Recover any subsystem files that may have been lost.

7.12.2.7.3 Recover the subsystem database(s), if necessary.

7.12.2.7.4 Recover and start the application.

7.12.2.8 Prepare status report
7.12.2.8.1 Contact Management Recovery team as required to report status of recovery activities.

7.12.2.8.2 Submit disaster assessment reports to Management Recovery team.

7.12.3 Level 3 
Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours.

7.12.3.1 Notifying MMIS Recovery team members.

7.12.3.1.1 Notify the subsystem functional area lead.

7.12.3.1.2 Notify the MMIS Oracle database administrator.

7.12.3.1.3 Notify the UNIX system administrator.

7.12.3.1.4 Notify the Windows system administrator.

7.12.3.2 Assess outage.

7.12.3.2.1 Evaluate the scope of the outage.

7.12.3.2.2 Determine if the application and database servers are operational and available.

7.12.3.2.3 Determine if the subsystem database(s) is operational and available.

7.12.3.2.4 Determine if all subsystem application components are operational and available.

7.12.3.3 Alert all recovery teams.

7.12.3.3.1 Determine if other subsystems are affected by the outage.

7.12.3.3.2 Notify recovery team members from other subsystems, if applicable.

7.12.3.4 Notify recovery administrator.

7.12.3.4.1 Brief recovery administrator on outage scope.

7.12.3.4.2 Determine outage severity and assign appropriate level.

7.12.3.5 Notify Management Recovery team.
7.12.3.5.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.12.3.5.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.12.3.5.3 Notify the MMIS account manager of outage assessment and estimated repair timeframe.

7.12.3.6 Notify maintenance vendor
7.12.3.6.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.12.3.6.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.12.3.7 Activate recovery structure.

7.12.3.7.1 Activate a telephone conference line to facilitate communication.

7.12.3.7.2 Establish checkpoint intervals for status reporting.

7.12.3.7.3 Notify Plano Medicaid Implementation Services Disaster Recovery manager.

7.12.3.7.4 Notify Herndon personnel of DR activation.

7.12.3.7.5 Initiate delivery of offsite recovery media to DR site.

7.12.3.8 Activate recovery site.

7.12.3.8.1 Verify the DR hardware is operational and in order.

7.12.3.8.2 Recover the subsystem server environment including all files.

7.12.3.8.3 Recover the subsystem database(s).

7.12.3.8.4 Recover and start the application.

7.12.3.9 Repair outage.

7.12.3.9.1 Repair/rebuild primary site infrastructure as necessary.

7.12.3.9.2 Verify primary site infrastructure is available and stable.

7.12.3.9.3 Repair/replace hardware as needed.

7.12.3.9.4 Stand-up servers with appropriate application environment.

7.12.3.9.5 Migrate database and application from DR site back to primary site.

7.12.3.10 Prepare status report
7.12.3.10.1 Contact Management Recovery team as required to report status of recovery activities.

7.12.3.10.2 Submit disaster assessment reports to Management Recovery team.
7.13 File Transfer (SFTP)

7.13.1 Level 1 

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

7.13.1.1 Assess outage.

7.13.1.1.1 Evaluate the scope of the outage.

7.13.1.1.2 Determine if the application server is operational and available.

7.13.1.1.3 Determine if all subsystem application components are operational and available.

7.13.1.2 Notifying MMIS Recovery team members.

7.13.1.2.1 Notify the subsystem functional area lead...
7.13.1.2.2 Notify the UNIX system administrator.

7.13.1.3 Notify recovery administrator.

7.13.1.3.1 Brief recovery administrator on outage scope.

7.13.1.3.2 Determine outage severity and assign appropriate level.

7.13.1.4 Notify Management Recovery team.
7.13.1.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.13.1.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.13.1.5 Notify maintenance vendor
7.13.1.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.13.1.6 Repair outage.

7.13.1.6.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.13.1.6.2 Recover any subsystem files that may have been lost.

7.13.1.6.3 Recover and start the application.

7.13.1.7 Prepare status report
7.13.1.7.1 Contact Management Recovery team as required to report status of recovery activities.

7.13.1.7.2 Submit disaster assessment reports to Management Recovery team.

7.13.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

7.13.2.1 Notifying MMIS Recovery team members.

7.13.2.1.1 Notify the subsystem functional area lead.

7.13.2.1.2 Notify the UNIX system administrator.

7.13.2.2 Assess outage.

7.13.2.2.1 Evaluate the scope of the outage.

7.13.2.2.2 Determine if the application servers are operational and available.

7.13.2.2.3 Determine if all subsystem application components are operational and available.

7.13.2.3 Notify recovery administrator.

7.13.2.3.1 Brief recovery administrator on outage scope.

7.13.2.3.2 Determine outage severity and assign appropriate level.

7.13.2.4 Notify Management Recovery team.
7.13.2.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.13.2.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.13.2.5 Notify maintenance vendor
7.13.2.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.13.2.6 Activate recovery center.

7.13.2.6.1 Activate a telephone conference line to facilitate communication.

7.13.2.6.2 Establish checkpoint intervals for status reporting.

7.13.2.7 Repair outage.

7.13.2.7.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.13.2.7.2 Recover any subsystem files that may have been lost.

7.13.2.7.3 Recover and start the application.

7.13.2.8 Prepare status report
7.13.2.8.1 Contact Management Recovery team as required to report status of recovery activities.

7.13.2.8.2 Submit disaster assessment reports to Management Recovery team.
7.13.3 Level 3 
Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

7.13.3.1 Notifying MMIS Recovery team members.

7.13.3.1.1 Notify the subsystem functional area lead.

7.13.3.1.2 Notify the UNIX system administrator.

7.13.3.2 Assess outage.

7.13.3.2.1 Evaluate the scope of the outage.

7.13.3.2.2 Determine if the application servers are operational and available.

7.13.3.2.3 Determine if all subsystem application components are operational and available.

7.13.3.3 Alert all recovery teams.

7.13.3.3.1 Determine if other subsystems are affected by the outage.

7.13.3.3.2 Notify recovery team members from other subsystems, if applicable.

7.13.3.4 Notify recovery administrator.

7.13.3.4.1 Brief recovery administrator on outage scope.

7.13.3.4.2 Determine outage severity and assign appropriate level.

7.13.3.5 Notify Management Recovery team.
7.13.3.5.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.13.3.5.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.13.3.5.3 Notify the MMIS account manager of outage assessment and estimated repair timeframe.

7.13.3.6 Notify maintenance vendor
7.13.3.6.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.13.3.7 Activate recovery structure.

7.13.3.7.1 Activate a telephone conference line to facilitate communication.

7.13.3.7.2 Establish checkpoint intervals for status reporting.

7.13.3.7.3 Notify Plano Medicaid Implementation Services Disaster Recovery manager.

7.13.3.7.4 Notify Herndon personnel of DR activation.

7.13.3.7.5 Initiate delivery of offsite recovery media to DR site.

7.13.3.8 Activate recovery site.

7.13.3.8.1 Verify the DR hardware is operational and in order.

7.13.3.8.2 Recover the subsystem server environment including all files.

7.13.3.8.3 Recover and start the application

7.13.3.9 Repair outage.

7.13.3.9.1 Repair/rebuild primary site infrastructure as necessary.

7.13.3.9.2 Verify primary site infrastructure is available and stable.

7.13.3.9.3 Repair/replace hardware as needed.

7.13.3.9.4 Stand-up servers with appropriate application environment.

7.13.3.9.5 Migrate application from DR site back to primary site.

7.13.3.10 Prepare status report
7.13.3.10.1 Contact Management Recovery team as required to report status of recovery activities.

7.13.3.10.2 Submit disaster assessment reports to Management Recovery team.
7.14 FIQM

7.14.1 Level 1 

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

7.14.1.1 Assess outage.

7.14.1.1.1 Evaluate the scope of the outage.

7.14.1.1.2 Determine if the application and database servers are operational and available.

7.14.1.1.3 Determine if the subsystem database(s) is operational and available.

7.14.1.1.4 Determine if all subsystem application components are operational and available.

7.14.1.2 Notifying MMIS Recovery team members.

7.14.1.2.1 Notify the subsystem functional area lead.

7.14.1.2.2 Notify the MMIS Oracle database administrator.

7.14.1.2.3 Notify the UNIX system administrator.

7.14.1.3 Notify recovery administrator.

7.14.1.3.1 Brief recovery administrator on outage scope.

7.14.1.3.2 Determine outage severity and assign appropriate level.

7.14.1.4 Notify Management Recovery team.
7.14.1.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.14.1.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.14.1.5 Notify maintenance vendor
7.14.1.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.14.1.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.14.1.6 Repair outage.

7.14.1.6.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.14.1.6.2 Recover any subsystem files that may have been lost.

7.14.1.6.3 Recover the subsystem database(s), if necessary.

7.14.1.6.4 Recover and start the application.

7.14.1.7 Prepare status report
7.14.1.7.1 Contact Management Recovery team as required to report status of recovery activities.

7.14.1.7.2 Submit disaster assessment reports to Management Recovery team.

7.14.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

7.14.2.1 Notifying MMIS Recovery team members.

7.14.2.1.1 Notify the subsystem functional area lead.

7.14.2.1.2 Notify the MMIS Oracle database administrator.

7.14.2.1.3 Notify the UNIX system administrator.

7.14.2.2 Assess outage.

7.14.2.2.1 Evaluate the scope of the outage.

7.14.2.2.2 Determine if the application and database servers are operational and available.

7.14.2.2.3 Determine if the subsystem database(s) is operational and available.

7.14.2.2.4 Determine if all subsystem application components are operational and available.

7.14.2.3 Notify recovery administrator.

7.14.2.3.1 Brief recovery administrator on outage scope.

7.14.2.3.2 Determine outage severity and assign appropriate level.

7.14.2.4 Notify Management Recovery team.
7.14.2.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.14.2.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.14.2.5 Notify maintenance vendor
7.14.2.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.14.2.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.14.2.6 Activate Recovery Center.

7.14.2.6.1 Activate a telephone conference line to facilitate communication.

7.14.2.6.2 Establish checkpoint intervals for status reporting.

7.14.2.7 Repair outage.

7.14.2.7.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.14.2.7.2 Recover any subsystem files that may have been lost.

7.14.2.7.3 Recover the subsystem database(s), if necessary.

7.14.2.7.4 Recover and start the application.

7.14.2.8 Prepare status report
7.14.2.8.1 Contact Management Recovery team as required to report status of recovery activities.

7.14.2.8.2 Submit disaster assessment reports to Management Recovery team.
7.14.3 Level 3 
Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

7.14.3.1 Notifying MMIS Recovery team members.

7.14.3.1.1 Notify the subsystem functional area lead.

7.14.3.1.2 Notify the MMIS Oracle database administrator.

7.14.3.1.3 Notify the UNIX system administrator.

7.14.3.2 Assess outage.

7.14.3.2.1 Evaluate the scope of the outage.

7.14.3.2.2 Determine if the application and database servers are operational and available.

7.14.3.2.3 Determine if the subsystem database(s) is operational and available.

7.14.3.2.4 Determine if all subsystem application components are operational and available.

7.14.3.3 Alert all recovery teams.

7.14.3.3.1 Determine if other subsystems are affected by the outage.

7.14.3.3.2 Notify recovery team members from other subsystems, if applicable.

7.14.3.4 Notify recovery administrator.

7.14.3.4.1 Brief recovery administrator on outage scope.

7.14.3.4.2 Determine outage severity and assign appropriate level.

7.14.3.5 Notify Management Recovery team.
7.14.3.5.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.14.3.5.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.14.3.5.3 Notify the MMIS account manager of outage assessment and estimated repair timeframe.

7.14.3.6 Notify maintenance vendor
7.14.3.6.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.14.3.6.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.14.3.7 Activate recovery structure.

7.14.3.7.1 Activate a telephone conference line to facilitate communication.

7.14.3.7.2 Establish checkpoint intervals for status reporting.

7.14.3.7.3 Notify Plano Medicaid Implementation Services Disaster Recovery manager.

7.14.3.7.4 Notify Herndon personnel of DR activation.

7.14.3.7.5 Initiate delivery of offsite recovery media to DR site.

7.14.3.8 Activate recovery site.

7.14.3.8.1 Verify the DR hardware is operational and in order.

7.14.3.8.2 Recover the subsystem server environment including all files.

7.14.3.8.3 Recover the subsystem database(s).

7.14.3.8.4 Recover and start the application

7.14.3.9 Repair outage.

7.14.3.9.1 Repair/rebuild primary site infrastructure as necessary.

7.14.3.9.2 Verify primary site infrastructure is available and stable.

7.14.3.9.3 Repair/replace hardware as needed.

7.14.3.9.4 Stand-up servers with appropriate application environment.

7.14.3.9.5 Migrate database and application from DR site back to primary site.
7.14.3.10 Prepare status report
7.14.3.10.1 Contact Management Recovery team as required to report status of recovery activities.

7.14.3.10.2 Submit disaster assessment reports to Management Recovery team.

7.15 Member Data Management

7.15.1 Level 1 

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

7.15.1.1 Assess outage.

7.15.1.1.1 Evaluate the scope of the outage.

7.15.1.1.2 Determine if the application and database servers are operational and available.

7.15.1.1.3 Determine if the subsystem database(s) is operational and available.

7.15.1.1.4 Determine if all subsystem application components are operational and available.

7.15.1.2 Notifying MMIS Recovery team members.

7.15.1.2.1 Notify the subsystem functional area lead.

7.15.1.2.2 Notify the MMIS Oracle database administrator.

7.15.1.2.3 Notify the UNIX system administrator.

7.15.1.3 Notify recovery administrator.

7.15.1.3.1 Brief recovery administrator on outage scope.

7.15.1.3.2 Determine outage severity and assign appropriate level.

7.15.1.4 Notify Management Recovery team.
7.15.1.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.15.1.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.15.1.5 Notify maintenance vendor
7.15.1.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.15.1.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.15.1.6 Repair outage.

7.15.1.6.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.15.1.6.2 Recover any subsystem files that may have been lost.

7.15.1.6.3 Recover the subsystem database(s), if necessary.

7.15.1.6.4 Recover and start the application.

7.15.1.7 Prepare status report
7.15.1.7.1 Contact Management Recovery team as required to report status of recovery activities.

7.15.1.7.2 Submit disaster assessment reports to Management Recovery team.

7.15.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

7.15.2.1 Notifying MMIS recovery team members.

7.15.2.1.1 Notify the subsystem functional area lead.

7.15.2.1.2 Notify the MMIS Oracle database administrator.

7.15.2.1.3 Notify the UNIX system administrator.

7.15.2.2 Assess outage.

7.15.2.2.1 Evaluate the scope of the outage.

7.15.2.2.2 Determine if the application and database servers are operational and available.

7.15.2.2.3 Determine if the subsystem database(s) is operational and available.

7.15.2.2.4 Determine if all subsystem application components are operational and available.

7.15.2.3 Notify recovery administrator.

7.15.2.3.1 Brief recovery administrator on outage scope.

7.15.2.3.2 Determine outage severity and assign appropriate level.

7.15.2.4 Notify Management Recovery team.
7.15.2.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.15.2.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.15.2.5 Notify maintenance vendor
7.15.2.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.15.2.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.15.2.6 Activate recovery center.

7.15.2.6.1 Activate a telephone conference line to facilitate communication.

7.15.2.6.2 Establish checkpoint intervals for status reporting.

7.15.2.7 Repair outage.

7.15.2.7.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.15.2.7.2 Recover any subsystem files that may have been lost.

7.15.2.7.3 Recover the subsystem database(s), if necessary.

7.15.2.7.4 Recover and start the application.

7.15.2.8 Prepare status report
7.15.2.8.1 Contact Management Recovery team as required to report status of recovery activities.

7.15.2.8.2 Submit disaster assessment reports to Management Recovery team.
7.15.3 Level 3 
Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

7.15.3.1 Notifying MMIS Recovery team members.

7.15.3.1.1 Notify the subsystem functional area lead.

7.15.3.1.2 Notify the MMIS Oracle database administrator.

7.15.3.1.3 Notify the UNIX system administrator.

7.15.3.2 Assess outage.

7.15.3.2.1 Evaluate the scope of the outage.

7.15.3.2.2 Determine if the application and database servers are operational and available.

7.15.3.2.3 Determine if the subsystem database(s) is operational and available.

7.15.3.2.4 Determine if all subsystem application components are operational and available.

7.15.3.3 Alert all recovery teams.

7.15.3.3.1 Determine if other subsystems are affected by the outage.

7.15.3.3.2 Notify recovery team members from other subsystems, if applicable.

7.15.3.4 Notify recovery administrator.

7.15.3.4.1 Brief recovery administrator on outage scope.

7.15.3.4.2 Determine outage severity and assign appropriate level.

7.15.3.5 Notify Management Recovery team.
7.15.3.5.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.15.3.5.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.15.3.5.3 Notify the MMIS account manager of outage assessment and estimated repair timeframe.

7.15.3.6 Notify maintenance vendor
7.15.3.6.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.15.3.6.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.15.3.7 Activate recovery structure.

7.15.3.7.1 Activate a telephone conference line to facilitate communication.

7.15.3.7.2 Establish checkpoint intervals for status reporting.

7.15.3.7.3 Notify Plano Medicaid Implementation Services Disaster Recovery manager.

7.15.3.7.4 Notify Herndon personnel of DR activation.

7.15.3.7.5 Initiate delivery of offsite recovery media to DR site.

7.15.3.8 Activate recovery site.

7.15.3.8.1 Verify the DR hardware is operational and in order.

7.15.3.8.2 Recover the subsystem server environment including all files.

7.15.3.8.3 Recover the subsystem database(s).

7.15.3.8.4 Recover and start the application

7.15.3.9 Repair outage.

7.15.3.9.1 Repair/rebuild primary site infrastructure as necessary.

7.15.3.9.2 Verify primary site infrastructure is available and stable.

7.15.3.9.3 Repair/replace hardware as needed.

7.15.3.9.4 Stand-up servers with appropriate application environment.

7.15.3.9.5 Migrate database and application from DR site back to primary site.
7.15.3.10 Prepare status report
7.15.3.10.1 Contact Management Recovery team as required to report status of recovery activities.

7.15.3.10.2 Submit disaster assessment reports to Management Recovery team.

7.16 Reference

7.16.1 Level 1 

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

7.16.1.1 Assess outage.

7.16.1.1.1 Evaluate the scope of the outage.

7.16.1.1.2 Determine if the application and database servers are operational and available.

7.16.1.1.3 Determine if the subsystem database(s) is operational and available.

7.16.1.1.4 Determine if all subsystem application components are operational and available.

7.16.1.2 Notifying MMIS Recovery team members.

7.16.1.2.1 Notify the subsystem functional area lead.

7.16.1.2.2 Notify the MMIS Oracle database administrator.

7.16.1.2.3 Notify the UNIX system administrator.

7.16.1.3 Notify recovery administrator.

7.16.1.3.1 Brief recovery administrator on outage scope.

7.16.1.3.2 Determine outage severity and assign appropriate level.

7.16.1.4 Notify Management Recovery team.
7.16.1.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.16.1.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.16.1.5 Notify maintenance vendor
7.16.1.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.16.1.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.16.1.6 Repair outage.

7.16.1.6.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.16.1.6.2 Recover any subsystem files that may have been lost.

7.16.1.6.3 Recover the subsystem database(s), if necessary.

7.16.1.6.4 Recover and start the application.

7.16.1.7 Prepare status report
7.16.1.7.1 Contact Management Recovery team as required to report status of recovery activities.

7.16.1.7.2 Submit disaster assessment reports to Management Recovery team.

7.16.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

7.16.2.1 Notifying MMIS Recovery team members.

7.16.2.1.1 Notify the subsystem functional area lead.

7.16.2.1.2 Notify the MMIS Oracle database administrator.

7.16.2.1.3 Notify the UNIX system administrator.

7.16.2.2 Assess outage.

7.16.2.2.1 Evaluate the scope of the outage.

7.16.2.2.2 Determine if the application and database servers are operational and available.

7.16.2.2.3 Determine if the subsystem database(s) is operational and available.

7.16.2.2.4 Determine if all subsystem application components are operational and available.

7.16.2.3 Notify recovery administrator.

7.16.2.3.1 Brief recovery administrator on outage scope.

7.16.2.3.2 Determine outage severity and assign appropriate level.

7.16.2.4 Notify Management Recovery team.
7.16.2.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.16.2.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.16.2.5 Notify maintenance vendor
7.16.2.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.16.2.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.16.2.6 Activate Recovery Center.

7.16.2.6.1 Activate a telephone conference line to facilitate communication.

7.16.2.6.2 Establish checkpoint intervals for status reporting.

7.16.2.7 Repair outage.

7.16.2.7.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.16.2.7.2 Recover any subsystem files that may have been lost.

7.16.2.7.3 Recover the subsystem database(s), if necessary.

7.16.2.7.4 Recover and start the application.

7.16.2.8 Prepare status report
7.16.2.8.1 Contact Management Recovery team as required to report status of recovery activities.

7.16.2.8.2 Submit disaster assessment reports to Management Recovery team.
7.16.3 Level 3 
Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

7.16.3.1 Notifying MMIS Recovery team members.

7.16.3.1.1 Notify the subsystem functional area lead.

7.16.3.1.2 Notify the MMIS Oracle database administrator.

7.16.3.1.3 Notify the UNIX system administrator.

7.16.3.2 Assess outage.

7.16.3.2.1 Evaluate the scope of the outage.

7.16.3.2.2 Determine if the application and database servers are operational and available.

7.16.3.2.3 Determine if the subsystem database(s) is operational and available.

7.16.3.2.4 Determine if all subsystem application components are operational and available.

7.16.3.3 Alert all recovery teams.

7.16.3.3.1 Determine if other subsystems are affected by the outage.

7.16.3.3.2 Notify recovery team members from other subsystems, if applicable.

7.16.3.4 Notify recovery administrator.

7.16.3.4.1 Brief recovery administrator on outage scope.

7.16.3.4.2 Determine outage severity and assign appropriate level.

7.16.3.5 Notify Management Recovery team.
7.16.3.5.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.16.3.5.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.16.3.5.3 Notify the MMIS account manager of outage assessment and estimated repair timeframe.

7.16.3.6 Notify maintenance vendor
7.16.3.6.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.16.3.6.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.16.3.7 Activate recovery structure.

7.16.3.7.1 Activate a telephone conference line to facilitate communication.

7.16.3.7.2 Establish checkpoint intervals for status reporting.

7.16.3.7.3 Notify Plano Medicaid Implementation Services Disaster Recovery manager.

7.16.3.7.4 Notify Herndon personnel of DR activation.

7.16.3.7.5 Initiate delivery of offsite recovery media to DR site.

7.16.3.8 Activate recovery site.

7.16.3.8.1 Verify the DR hardware is operational and in order.

7.16.3.8.2 Recover the subsystem server environment including all files.

7.16.3.8.3 Recover the subsystem database(s).

7.16.3.8.4 Recover and start the application

7.16.3.9 Repair outage.

7.16.3.9.1 Repair/rebuild primary site infrastructure as necessary.

7.16.3.9.2 Verify primary site infrastructure is available and stable.

7.16.3.9.3 Repair/replace hardware as needed.

7.16.3.9.4 Stand-up servers with appropriate application environment.

7.16.3.9.5 Migrate database and application from DR site back to primary site.
7.16.3.10 Prepare status report
7.16.3.10.1 Contact Management Recovery team as required to report status of recovery activities.

7.16.3.10.2 Submit disaster assessment reports to Management Recovery team.

7.17 MMIS User Interface (Web)

7.17.1 Level 1 

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

7.17.1.1 Assess outage.

7.17.1.1.1 Evaluate the scope of the outage.

7.17.1.1.2 Determine if the application and database servers are operational and available.

7.17.1.1.3 Determine if the subsystem database(s) is operational and available.

7.17.1.1.4 Determine if all subsystem application components are operational and available.

7.17.1.2 Notifying MMIS Recovery team members.

7.17.1.2.1 Notify the subsystem functional area lead.

7.17.1.2.2 Notify the MMIS Oracle database administrator.

7.17.1.2.3 Notify the UNIX system administrator.

7.17.1.3 Notify recovery administrator.

7.17.1.3.1 Brief recovery administrator on outage scope.

7.17.1.3.2 Determine outage severity and assign appropriate level.

7.17.1.4 Notify Management Recovery team.
7.17.1.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.17.1.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.17.1.5 Notify maintenance vendor
7.17.1.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.17.1.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.17.1.6 Repair outage.

7.17.1.6.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.17.1.6.2 Recover any subsystem files that may have been lost.

7.17.1.6.3 Recover the subsystem database(s), if necessary.

7.17.1.6.4 Recover and start the application.

7.17.1.7 Prepare status report
7.17.1.7.1 Contact Management Recovery team as required to report status of recovery activities.

7.17.1.7.2 Submit disaster assessment reports to Management Recovery team.

7.17.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

7.17.2.1 Notifying MMIS Recovery team members.

7.17.2.1.1 Notify the subsystem functional area lead.

7.17.2.1.2 Notify the MMIS Oracle database administrator.

7.17.2.1.3 Notify the UNIX system administrator.

7.17.2.2 Assess outage.

7.17.2.2.1 Evaluate the scope of the outage.

7.17.2.2.2 Determine if the application and database servers are operational and available.

7.17.2.2.3 Determine if the subsystem database(s) is operational and available.

7.17.2.2.4 Determine if all subsystem application components are operational and available.

7.17.2.3 Notify recovery administrator.

7.17.2.3.1 Brief recovery administrator on outage scope.

7.17.2.3.2 Determine outage severity and assign appropriate level.

7.17.2.4 Notify Management Recovery team.
7.17.2.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.17.2.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.17.2.5 Notify maintenance vendor
7.17.2.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.17.2.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.17.2.6 Activate Recovery Center.

7.17.2.6.1 Activate a telephone conference line to facilitate communication.

7.17.2.6.2 Establish checkpoint intervals for status reporting.

7.17.2.7 Repair outage.

7.17.2.7.1 Coordinate hardware repair activity with vendor and on-site personnel.

7.17.2.7.2 Recover any subsystem files that may have been lost.

7.17.2.7.3 Recover the subsystem database(s), if necessary.

7.17.2.7.4 Recover and start the application.

7.17.2.8 Prepare status report
7.17.2.8.1 Contact Management Recovery team as required to report status of recovery activities.

7.17.2.8.2 Submit disaster assessment reports to Management Recovery team.
7.17.3 Level 3 
Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

7.17.3.1 Notifying MMIS Recovery team members.

7.17.3.1.1 Notify the subsystem functional area lead.

7.17.3.1.2 Notify the MMIS Oracle database administrator.

7.17.3.1.3 Notify the UNIX system administrator.

7.17.3.2 Assess outage.

7.17.3.2.1 Evaluate the scope of the outage.

7.17.3.2.2 Determine if the application and database servers are operational and available.

7.17.3.2.3 Determine if the subsystem database(s) is operational and available.

7.17.3.2.4 Determine if all subsystem application components are operational and available.

7.17.3.3 Alert all recovery teams.

7.17.3.3.1 Determine if other subsystems are affected by the outage.

7.17.3.3.2 Notify recovery team members from other subsystems, if applicable.

7.17.3.4 Notify recovery administrator.

7.17.3.4.1 Brief recovery administrator on outage scope.

7.17.3.4.2 Determine outage severity and assign appropriate level.

7.17.3.5 Notify Management Recovery team.
7.17.3.5.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

7.17.3.5.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

7.17.3.5.3 Notify the MMIS account manager of outage assessment and estimated repair timeframe.

7.17.3.6 Notify maintenance vendor
7.17.3.6.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

7.17.3.6.2 Open ticket with database vendor to address any identified database issues, as necessary.

7.17.3.7 Activate recovery structure.

7.17.3.7.1 Activate a telephone conference line to facilitate communication.

7.17.3.7.2 Establish checkpoint intervals for status reporting.

7.17.3.7.3 Notify Plano Medicaid Implementation Services Disaster Recovery manager.

7.17.3.7.4 Notify Herndon personnel of DR activation.

7.17.3.7.5 Initiate delivery of offsite recovery media to DR site.

7.17.3.8 Activate recovery site.

7.17.3.8.1 Verify the DR hardware is operational and in order.

7.17.3.8.2 Recover the subsystem server environment including all files.

7.17.3.8.3 Recover the subsystem database(s).

7.17.3.8.4 Recover and start the application

7.17.3.9 Repair outage.

7.17.3.9.1 Repair/rebuild primary site infrastructure as necessary.

7.17.3.9.2 Verify primary site infrastructure is available and stable.

7.17.3.9.3 Repair/replace hardware as needed.

7.17.3.9.4 Stand-up servers with appropriate application environment.

7.17.3.9.5 Migrate database and application from DR site back to primary site.
7.17.3.10 Prepare status report
7.17.3.10.1 Contact Management Recovery team as required to report status of recovery activities.

7.17.3.10.2 Submit disaster assessment reports to Management Recovery team.

8 Appendix E: Ancillary Systems Recovery Team Procedures 

8.1 Provider Internet

Following are the recovery procedures for the Ancillary Systems Recovery team for the Provider Internet.

8.1.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

8.1.1.1 Assess outage.

8.1.1.1.1 Evaluate the scope of the outage.
8.1.1.1.2 Determine if the application and database servers are operational and available.

8.1.1.1.3 Determine if the subsystem database(s) is operational and available.

8.1.1.1.4 Determine if all subsystem application components are operational and available.

8.1.1.2 Notifying MMIS Recovery team members.

8.1.1.2.1 Notify the subsystem functional area lead.

8.1.1.2.2 Notify the MMIS Oracle database administrator.

8.1.1.2.3 Notify the UNIX system administrator.

8.1.1.2.4 Notify the Windows system administrator.

8.1.1.3 Notify recovery administrator.

8.1.1.3.1 Brief recovery administrator on outage scope.

8.1.1.3.2 Determine outage severity and assign appropriate level.

8.1.1.4 Notify Management Recovery team.

8.1.1.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

8.1.1.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

8.1.1.5 Notify maintenance vendor

8.1.1.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

8.1.1.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

8.1.1.6 Repair outage.

8.1.1.6.1 Coordinate hardware repair activity with vendor and on-site personnel.

8.1.1.6.2 Recover any subsystem files that may have been lost.

8.1.1.6.3 Recover the subsystem database(s), if necessary.

8.1.1.6.4 Recover and start the application.

8.1.1.7 Prepare status report
8.1.1.7.1 Contact Management Recovery team as required to report status of recovery activities.

8.1.1.7.2 Submit disaster assessment reports to Management Recovery team.

8.1.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

8.1.2.1 Notifying MMIS Recovery team members.

8.1.2.1.1 Notify the subsystem functional area lead.

8.1.2.1.2 Notify the MMIS Oracle database administrator.

8.1.2.1.3 Notify the UNIX system administrator.

8.1.2.1.4 Notify the Windows system administrator.

8.1.2.2 Assess outage.

8.1.2.2.1 Evaluate the scope of the outage.

8.1.2.2.2 Determine if the application and database servers are operational and available.

8.1.2.2.3 Determine if the subsystem database(s) is operational and available.

8.1.2.2.4 Determine if all subsystem application components are operational and available.

8.1.2.3 Notify recovery administrator.

8.1.2.3.1 Brief recovery administrator on outage scope.

8.1.2.3.2 Determine outage severity and assign appropriate level.

8.1.2.4 Notify Management Recovery team.

8.1.2.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.

8.1.2.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

8.1.2.5 Notify maintenance vendor

8.1.2.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.

8.1.2.5.2 Open ticket with database vendor to address any identified database issues, as necessary.

8.1.2.6 Activate recovery center.

8.1.2.6.1 Activate a telephone conference line to facilitate communication.

8.1.2.6.2 Establish checkpoint intervals for status reporting.

8.1.2.7 Repair outage.

8.1.2.7.1 Coordinate hardware repair activity with vendor and on-site personnel.

8.1.2.7.2 Recover any subsystem files that may have been lost.

8.1.2.7.3 Recover the subsystem database(s), if necessary.

8.1.2.7.4 Recover and start the application
8.1.2.8 Prepare status report
8.1.2.8.1 Contact Management Recovery team as required to report status of recovery activities.

8.1.2.8.2 Submit disaster assessment reports to Management Recovery team.
8.1.3 Level 3 
Critical services unavailable, major damage, repairs are not possible, and situation has escalated. Duration: Greater than 48 hours.

8.1.3.1 Notifying MMIS Recovery team members.

8.1.3.1.1 Notify the subsystem functional area lead.
8.1.3.1.2 Notify the MMIS Oracle database administrator.
8.1.3.1.3 Notify the UNIX system administrator.

8.1.3.1.4 Notify the Windows system administrator.

8.1.3.2 Assess outage.

8.1.3.2.1 Evaluate the scope of the outage.
8.1.3.2.2 Determine if the application and database servers are operational and available.

8.1.3.2.3 Determine if the subsystem database(s) is operational and available.

8.1.3.2.4 Determine if all subsystem application components are operational and available.

8.1.3.3 Alert all recovery teams.

8.1.3.3.1 Determine if other subsystems are affected by the outage.

8.1.3.3.2 Notify recovery team members from other subsystems, if applicable.

8.1.3.4 Notify recovery administrator.

8.1.3.4.1 Brief recovery administrator on outage scope.

8.1.3.4.2 Determine outage severity and assign appropriate level.

8.1.3.5 Notify Management Recovery team.

8.1.3.5.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.
8.1.3.5.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

8.1.3.5.3 Notify the MMIS account manager of outage assessment and estimated repair timeframe.

8.1.3.6 Notify maintenance vendor

8.1.3.6.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.
8.1.3.6.2 Open ticket with database vendor to address any identified database issues, as necessary.
8.1.3.7 Activate recovery structure.

8.1.3.7.1 Activate a telephone conference line to facilitate communication.

8.1.3.7.2 Establish checkpoint intervals for status reporting.

8.1.3.7.3 Notify Plano Medicaid Implementation Services Disaster Recovery manager.

8.1.3.7.4 Notify Herndon personnel of DR activation.

8.1.3.7.5 Initiate delivery of offsite recovery media to DR site.

8.1.3.8 Activate recovery site.

8.1.3.8.1 Verify the DR hardware is operational and in order.
8.1.3.8.2 Recover the subsystem server environment including all files.
8.1.3.8.3 Recover the subsystem database(s).
8.1.3.8.4 Recover and start the application.
8.1.3.9 Repair outage.

8.1.3.9.1 Repair/rebuild primary site infrastructure as necessary.

8.1.3.9.2 Verify primary site infrastructure is available and stable.

8.1.3.9.3 Repair/replace hardware as needed.

8.1.3.9.4 Stand-up servers with appropriate application environment.

8.1.3.9.5 Migrate database and application from DR site back to primary site.

8.1.3.10 Prepare status report
8.1.3.10.1 Contact Management Recovery team as required to report status of recovery activities.
8.1.3.10.2 Submit disaster assessment reports to Management Recovery team.
8.2 Decision Support System (DSS) 

Following are the recovery procedures for the Ancillary Systems Recovery Team for DSS

8.2.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

8.2.1.1 Assess outage.

8.2.1.1.1 Evaluate the scope of the outage.
8.2.1.1.2 Determine if the application and database servers are operational and available.

8.2.1.1.3 Determine if the subsystem database(s) is operational and available.

8.2.1.1.4 Determine if all subsystem application components are operational and available.

8.2.1.2 Notifying MMIS Recovery team members.

8.2.1.2.1 Notify the subsystem functional area lead.
8.2.1.2.2 Notify the DSS Oracle database administrator.
8.2.1.2.3 Notify the UNIX system administrator.

8.2.1.2.4 Notify the Windows system administrator.

8.2.1.3 Notify recovery administrator.

8.2.1.3.1 Brief recovery administrator on outage scope.

8.2.1.3.2 Determine outage severity and assign appropriate level.

8.2.1.4 Notify Management Recovery team.

8.2.1.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.
8.2.1.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

8.2.1.5 Notify maintenance vendor

8.2.1.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.
8.2.1.5.2 Open ticket with database vendor to address any identified database issues, as necessary.
8.2.1.6 Repair outage.

8.2.1.6.1 Coordinate hardware repair activity with vendor and on-site personnel.
8.2.1.6.2 Recover any subsystem files that may have been lost.
8.2.1.6.3 Recover the subsystem database(s), if necessary.
8.2.1.6.4 Recover and start the application
8.2.1.7 Prepare status report
8.2.1.7.1 Contact Management Recovery team as required to report status of recovery activities.
8.2.1.7.2 Submit disaster assessment reports to Management Recovery team.
8.2.2 Level 2 

Critical systems unavailable, moderate outage and situation may escalate if fixes are unsuccessful. 

Duration: More than four hours but less than 48 hours.

8.2.2.1 Notifying MMIS Recovery team members.

8.2.2.1.1 Notify the subsystem functional area lead.
8.2.2.1.2 Notify the DSS Oracle database administrator.
8.2.2.1.3 Notify the UNIX system administrator.

8.2.2.1.4 Notify the Windows system administrator.

8.2.2.2 Assess outage.

8.2.2.2.1 Evaluate the scope of the outage.
8.2.2.2.2 Determine if the application and database servers are operational and available.

8.2.2.2.3 Determine if the subsystem database(s) is operational and available.

8.2.2.2.4 Determine if all subsystem application components are operational and available.

8.2.2.3 Notify recovery administrator.

8.2.2.3.1 Brief recovery administrator on outage scope.

8.2.2.3.2 Determine outage severity and assign appropriate level.
8.2.2.4 Notify Management Recovery team.

8.2.2.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.
8.2.2.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

8.2.2.5 Notify maintenance vendor

8.2.2.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.
8.2.2.5.2 Open ticket with database vendor to address any identified database issues, as necessary.
8.2.2.6 Activate recovery center.

8.2.2.6.1 Activate a telephone conference line to facilitate communication.

8.2.2.6.2 Establish checkpoint intervals for status reporting.

8.2.2.7 Repair outage.

8.2.2.7.1 Coordinate hardware repair activity with vendor and on-site personnel.
8.2.2.7.2 Recover any subsystem files that may have been lost.
8.2.2.7.3 Recover the subsystem database(s), if necessary.
8.2.2.7.4 Recover and start the application
8.2.2.8 Prepare status report
8.2.2.8.1 Contact Management Recovery team as required to report status of recovery activities.
8.2.2.8.2 Submit disaster assessment reports to Management Recovery team.

8.2.3 Level 3 
Critical services unavailable, major damage, repairs are not possible, and situation has escalated. Duration: Greater than 48 hours.

8.2.3.1 Notifying MMIS Recovery team members.

8.2.3.1.1 Notify the subsystem functional area lead.
8.2.3.1.2 Notify the DSS Oracle database administrator.
8.2.3.1.3 Notify the UNIX system administrator.

8.2.3.1.4 Notify the Windows system administrator.

8.2.3.2 Assess outage.

8.2.3.2.1 Evaluate the scope of the outage.
8.2.3.2.2 Determine if the application and database servers are operational and available.

8.2.3.2.3 Determine if the subsystem database(s) is operational and available.

8.2.3.2.4 Determine if all subsystem application components are operational and available.

8.2.3.3 Alert all recovery teams.

8.2.3.3.1 Determine if other subsystems are affected by the outage.

8.2.3.3.2 Notify recovery team members from other subsystems, if applicable.

8.2.3.4 Notify recovery administrator.

8.2.3.4.1 Brief recovery administrator on outage scope.

8.2.3.4.2 Determine outage severity and assign appropriate level.

8.2.3.5 Notify Management Recovery team.

8.2.3.5.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.
8.2.3.5.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

8.2.3.5.3 Notify the MMIS account manager of outage assessment and estimated repair timeframe.

8.2.3.6 Notify maintenance vendor

8.2.3.6.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.
8.2.3.6.2 Open ticket with database vendor to address any identified database issues, as necessary.
8.2.3.7 Activate recovery structure.

8.2.3.7.1 Activate a telephone conference line to facilitate communication.

8.2.3.7.2 Establish checkpoint intervals for status reporting.

8.2.3.7.3 Notify Plano Medicaid Implementation Services Disaster Recovery Manager.

8.2.3.7.4 Notify Herndon personnel of DR activation.

8.2.3.7.5 Initiate delivery of offsite recovery media to DR site.

8.2.3.8 Activate recovery site.

8.2.3.8.1 Verify the DR hardware is operational and in order.

8.2.3.8.2 Recover the subsystem server environment including all files.

8.2.3.8.3 Recover the subsystem database(s).

8.2.3.8.4 Recover and start the application.

8.2.3.9 Repair outage.

8.2.3.9.1 Repair/rebuild primary site infrastructure as necessary.

8.2.3.9.2 Verify primary site infrastructure is available and stable.

8.2.3.9.3 Repair/replace hardware as needed.

8.2.3.9.4 Stand-up servers with appropriate application environment.

8.2.3.9.5 Migrate database and application from DR site back to primary site.

8.2.3.10 Prepare status report
8.2.3.10.1 Contact Management Recovery team as required to report status of recovery activities.

8.2.3.10.2 Submit disaster assessment reports to Management Recovery team.
8.3 Security Service (SS) 

Following are the recovery procedures for the Ancillary Systems Recovery Team for SS

8.3.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours

8.3.1.1 Assess outage.

8.3.1.1.1 Evaluate the scope of the outage.
8.3.1.1.2 Determine if the application and database servers are operational and available.

8.3.1.1.3 Determine if the subsystem database(s) is operational and available.

8.3.1.1.4 Determine if all SS application components are operational and available.

8.3.1.2 Notifying MMIS Recovery team members.

8.3.1.2.1 Notify the subsystem functional area lead.
8.3.1.2.2 Notify the Oracle database administrator.
8.3.1.2.3 Notify the UNIX system administrator.

8.3.1.2.4 Notify the Windows system administrator.

8.3.1.3 Notify recovery administrator.

8.3.1.3.1 Brief recovery administrator on outage scope.

8.3.1.3.2 Determine outage severity and assign appropriate level.

8.3.1.4 Notify Management Recovery team.

8.3.1.4.1 Notify the subsystem team manager of outage assessment and estimated repair timeframe.
8.3.1.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

8.3.1.5 Notify maintenance vendor

8.3.1.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.
8.3.1.5.2 Open ticket with database vendor to address any identified database issues, as necessary.
8.3.1.6 Repair outage.

8.3.1.6.1 Coordinate hardware repair activity with vendor and on-site personnel.
8.3.1.6.2 Recover any subsystem files that may have been lost.
8.3.1.6.3 Recover the subsystem database(s), if necessary.
8.3.1.6.4 Recover and start the application
8.3.1.7 Prepare status report
8.3.1.7.1 Contact Management Recovery team as required to report status of recovery activities.
8.3.1.7.2 Submit disaster assessment reports to Management Recovery team.
8.3.2 Level 2 

Critical systems unavailable, moderate outage and situation may escalate if fixes are unsuccessful. 

Duration: More than four hours but less than 48 hours.

8.3.2.1 Notifying MMIS Recovery team members.

8.3.2.1.1 Notify the SS functional area lead.
8.3.2.1.2 Notify the Oracle database administrator.
8.3.2.1.3 Notify the UNIX system administrator.

8.3.2.1.4 Notify the Windows system administrator.

8.3.2.2 Assess outage.

8.3.2.2.1 Evaluate the scope of the outage.
8.3.2.2.2 Determine if the application and database servers are operational and available.

8.3.2.2.3 Determine if the subsystem database(s) is operational and available.

8.3.2.2.4 Determine if all SS application components are operational and available.

8.3.2.3 Notify recovery administrator.

8.3.2.3.1 Brief recovery administrator on outage scope.

8.3.2.3.2 Determine outage severity and assign appropriate level.
8.3.2.4 Notify Management Recovery team.

8.3.2.4.1 Notify the SS team manager of outage assessment and estimated repair timeframe.
8.3.2.4.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

8.3.2.5 Notify maintenance vendor

8.3.2.5.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.
8.3.2.5.2 Open ticket with database vendor to address any identified database issues, as necessary.
8.3.2.6 Activate recovery center.

8.3.2.6.1 Activate a telephone conference line to facilitate communication.

8.3.2.6.2 Establish checkpoint intervals for status reporting.

8.3.2.7 Repair outage.

8.3.2.7.1 Coordinate hardware repair activity with vendor and on-site personnel.
8.3.2.7.2 Recover any subsystem files that may have been lost.
8.3.2.7.3 Recover the subsystem database(s), if necessary.
8.3.2.7.4 Recover and start the application
8.3.2.8 Prepare status report
8.3.2.8.1 Contact Management Recovery team as required to report status of recovery activities.
8.3.2.8.2 Submit disaster assessment reports to Management Recovery team.

8.3.3 Level 3 
Critical services unavailable, major damage, repairs are not possible, and situation has escalated. Duration: Greater than 48 hours.

8.3.3.1 Notifying MMIS Recovery team members.

8.3.3.1.1 Notify the SS functional area lead.
8.3.3.1.2 Notify the Oracle database administrator.
8.3.3.1.3 Notify the UNIX system administrator.

8.3.3.1.4 Notify the Windows system administrator.

8.3.3.2 Assess outage.

8.3.3.2.1 Evaluate the scope of the outage.
8.3.3.2.2 Determine if the application and database servers are operational and available.

8.3.3.2.3 Determine if the subsystem database(s) is operational and available.

8.3.3.2.4 Determine if all subsystem application components are operational and available.

8.3.3.3 Alert all recovery teams.

8.3.3.3.1 Determine if other subsystems are affected by the outage.

8.3.3.3.2 Notify recovery team members from other subsystems, if applicable.

8.3.3.4 Notify recovery administrator.

8.3.3.4.1 Brief recovery administrator on outage scope.

8.3.3.4.2 Determine outage severity and assign appropriate level.

8.3.3.5 Notify Management Recovery team.

8.3.3.5.1 Notify the SS team manager of outage assessment and estimated repair timeframe.
8.3.3.5.2 Notify the MMIS team manager of outage assessment and estimated repair timeframe.

8.3.3.5.3 Notify the MMIS account manager of outage assessment and estimated repair timeframe.

8.3.3.6 Notify maintenance vendor

8.3.3.6.1 Open ticket with hardware vendor to address any identified hardware issues, as necessary.
8.3.3.6.2 Open ticket with database vendor to address any identified database issues, as necessary.
8.3.3.7 Activate recovery structure.

8.3.3.7.1 Activate a telephone conference line to facilitate communication.

8.3.3.7.2 Establish checkpoint intervals for status reporting.

8.3.3.7.3 Notify Plano Medicaid Implementation Services Disaster Recovery Manager.

8.3.3.7.4 Notify Herndon personnel of DR activation.

8.3.3.7.5 Initiate delivery of offsite recovery media to DR site.

8.3.3.8 Activate recovery site.

8.3.3.8.1 Verify the DR hardware is operational and in order.

8.3.3.8.2 Recover the subsystem server environment including all files.

8.3.3.8.3 Recover the subsystem database(s).

8.3.3.8.4 Recover and start the application.

8.3.3.9 Repair outage.

8.3.3.9.1 Repair/rebuild primary site infrastructure as necessary.

8.3.3.9.2 Verify primary site infrastructure is available and stable.

8.3.3.9.3 Repair/replace hardware as needed.

8.3.3.9.4 Stand-up servers with appropriate application environment.

8.3.3.9.5 Migrate database and application from DR site back to primary site.

8.3.3.10 Prepare status report
8.3.3.10.1 Contact Management Recovery team as required to report status of recovery activities.

8.3.3.10.2 Submit disaster assessment reports to Management Recovery team
9 Appendix F: Network Recovery Team Procedures 

9.1 HP Frankfort Office - Mail 
Following are the recovery procedures for the HP Frankfort Network Recovery team

9.1.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.
9.1.1.1 Assess outage.

9.1.1.1.1 Evaluate the scope of the outage

9.1.1.1.2 Determine if the issue is local or at corporate

9.1.1.2 Notify MMIS Recovery team members.

9.1.1.2.1 Notify the KY MMIS Helpdesk

9.1.1.2.2 Open ticket with COE Helpdesk

9.1.1.3 Notify recovery administrator.

9.1.1.3.1 Brief recovery administrator on outage scope.

9.1.1.4 Notify Management Recovery team.
9.1.1.4.1 Brief MMIS team manager 

9.1.1.5 Prepare status report
9.1.1.5.1 Status can be obtained by calling the COE Help Desk, or the KY MMIS Helpdesk

9.1.2 Level 2

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

9.1.2.1 Assess outage.

9.1.2.1.1 Evaluate the scope of the outage

9.1.2.1.2 Determine if the issue is local or at corporate

9.1.2.2 Notify MMIS Recovery team members.

9.1.2.2.1 Notify the KY MMIS Helpdesk

9.1.2.2.2 Open ticket with COE Helpdesk

9.1.2.3 Notify recovery administrator.

9.1.2.3.1 Brief recovery administrator on outage scope.

9.1.2.4 Notify Management Recovery team.
9.1.2.4.1 Brief MMIS team manager 

9.1.2.5 Prepare status report
9.1.2.5.1 Status can be obtained by calling the COE Help Desk, or the KY MMIS Helpdesk
9.1.3 Level 3 
Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

9.1.3.1 Assess outage.

9.1.3.1.1 Evaluate the scope of the outage

9.1.3.1.2 Determine if the issue is local or at corporate

9.1.3.2 Notify MMIS Recovery team members.

9.1.3.2.1 Notify the KY MMIS Helpdesk

9.1.3.2.2 Open ticket with COE Helpdesk

9.1.3.3 Notify recovery administrator.

9.1.3.3.1 Brief recovery administrator on outage scope.

9.1.3.4 Notify Management Recovery team.
9.1.3.4.1 Brief MMIS team manager 

9.1.3.5 Prepare status report
9.1.3.5.1 Status can be obtained by calling the COE Help Desk, or the KY MMIS Helpdesk
9.2 HP Frankfort Office – File Server
Following are the recovery procedures for the HP Frankfort Network Recovery Team

9.2.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.

9.2.1.1 Assess Outage.

9.2.1.1.1 Assess whether hardware of software issue
9.2.1.1.2 Repair software issues
9.2.1.2 Notify MMIS Recovery team members.

9.2.1.2.1 Notify Infrastructure Management
9.2.1.3 Notify Management Recovery team.
9.2.1.3.1 Notify Management Recovery team with estimated time to repair

9.2.1.4 Notify maintenance vendor

9.2.1.4.1 Call DELL for Gold Level Service, four-hour response time onsite service

9.2.1.5 Repair outage.

9.2.1.5.1 Repair software issue, if hardware replace faulty hardware
9.2.1.6 Prepare status report
9.2.1.6.1 Present preliminary findings to Infrastructure manager, for formal review and submission to management response team
9.2.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

9.2.2.1 Notify MMIS Recovery team members.

9.2.2.1.1 Notify systems administrator on call. Notify KY MMIS Helpdesk
9.2.2.1.2 Notify Infrastructure manager

9.2.2.2 Assess outage.

9.2.2.2.1 Software issue, reload software from backup or fresh load

9.2.2.2.2 Hardware issue, load alternate machine to replace failed unit
9.2.2.3 Notify Management Recovery team.
9.2.2.3.1 Notify Management Recovery team with estimated time to repair

9.2.2.4 Notify maintenance vendor
9.2.2.4.1 8.2.2.6.1 Contact DELL

9.2.2.5 Activate management team.

9.2.2.5.1 Management Recovery team will activate team

9.2.2.6 Alert customer.
9.2.2.6.1 If effecting non-HP personnel, notification is sent to the Commonwealth representatives.
9.2.2.7 Activate Recovery Center.

9.2.2.7.1 Bring up spare server
9.2.2.7.2 Load disk image of failed unit

9.2.2.8 Repair outage.

9.2.2.8.1 Software – reload – restore backup media
9.2.2.8.2 Hardware – load new machine – restore backup media
9.2.2.9 Prepare status report
9.2.2.9.1 Technical staff will present Infrastructure manager with a root cause failure analysis, 

9.2.2.9.2 Infrastructure manager will present Management Recovery team with a failure analysis, with preventive suggestions
9.2.3 Level 3 
Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

9.2.3.1 Notify MMIS Recovery team members.

9.2.3.1.1 Notify systems administrator on call
9.2.3.1.2 Notify Infrastructure manager

9.2.3.2 Assess outage.

9.2.3.2.1 Determine if any hardware or software is salvageable
9.2.3.2.2 Report findings to Management Recovery team

9.2.3.3 Execute DR Plan.

9.2.3.3.1 Contact Infrastructure manager for notification of allied services personnel
9.2.3.4 Prepare status report
9.2.3.4.1 Management Recovery team will maintain status, updated daily by Infrastructure team.

9.3 HP Frankfort Office – Call Center
Following are the recovery procedures for the HP Frankfort Network Recovery team

9.3.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.

9.3.1.1 Assess outage.

9.3.1.1.1 Are calls coming into the call queues?
9.3.1.1.2 Are the phones working
9.3.1.2 Notify MMIS Recovery team members.

9.3.1.2.1 Contact systems administrator on call
9.3.1.2.2 Contact KY MMIS Helpdesk
9.3.1.3 Notify recovery administrator.

9.3.1.3.1 Contact Infrastructure manager
9.3.1.3.2 Contact California Medicaid Account Communications
9.3.1.4 Notify Management Recovery team.
9.3.1.4.1 Contact Management Recovery team  

9.3.1.5 Notify maintenance vendor
9.3.1.5.1 Contact Avaya support
9.3.1.6 Repair outage.

9.3.1.6.1 Reboot phones and phone stack
9.3.1.6.2 Verify operational readiness
9.3.1.7 Prepare status report
9.3.1.7.1 Verify operational readiness of all systems
9.3.1.7.2 Report readiness to Management Recovery team
9.3.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

9.3.2.1 Assess outage.

9.3.2.1.1 Are calls coming into the call queues?
9.3.2.1.2 Are the phones working
9.3.2.2 Notify MMIS Recovery team members.

9.3.2.2.1 Contact systems administrator on call
9.3.2.2.2 Contact KY MMIS Helpdesk
9.3.2.3 Notify recovery administrator.

9.3.2.3.1 Contact Infrastructure manager
9.3.2.3.2 Contact California Medicaid Account Communications
9.3.2.4 Notify Management Recovery team.
9.3.2.4.1 Contact Management Recovery team  

9.3.2.5 Notify maintenance vendor
9.3.2.5.1 Contact Avaya support
9.3.2.6 Repair outage.

9.3.2.6.1 Reboot phones and phone stack
9.3.2.6.2 Verify operational readiness
9.3.2.7 Prepare status report
9.3.2.7.1 Verify operational readiness of all systems
9.3.2.7.2 Report readiness to Management Recovery team
9.3.2.8 Prepare status report
9.3.2.8.1 Work with Corporate Telephony support to determine cause of interruption
9.3.2.8.2 Present root cause analysis to Infrastructure Manager for possible policy/procedural changes to avoid a reoccurrence.
9.3.3 Level 3 
Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

9.3.3.1 Notify MMIS Recovery team members.

9.3.3.1.1 Notify KY MMIS Helpdesk
9.3.3.1.2 Notify systems administrator on call

9.3.3.2 Assess outage.

9.3.3.2.1 Are calls coming in?
9.3.3.2.2 Can agents answer calls?

9.3.3.3 Execute DR Plan.

9.3.3.3.1 If unable to receive calls, contact California Medicaid Account Communications to redirect
9.3.3.3.2 If able to receive calls, but unable to answer, then recover local system or throw local system into stand-alone mode. 
9.3.3.4 Alert all recovery teams.

9.3.3.4.1 Alert Management Recovery team
9.3.3.5 Notify recovery administrator.

9.3.3.5.1 Alert DR admin

9.3.3.6 Notify maintenance vendor
9.3.3.6.1 Contact California Medicaid Account Communications, and Avaya

9.3.3.7 Activate management team.

9.3.3.7.1 Management Recovery team representative will determine need to activate Management team

9.3.3.8 Activate recovery structure.

9.3.3.8.1 Contact California Medicaid Account Communications, go to stand alone.

9.3.3.9 Alert customer.
9.3.3.9.1 Send outage notifications as required.

9.3.3.10 Alert employees.
9.3.3.10.1 Send account email notice.
9.3.3.11 Activate recovery site.

9.3.3.11.1 Switch to DR site if necessary

9.3.3.12 Prepare status report
9.3.3.12.1 Determine current status.
9.3.3.12.2 Notify Management Recovery Team and KY MMIS Helpdesk
9.4 HP Frankfort Office – Print Services
Following are the recovery procedures for the HP Frankfort Network Recovery team

9.4.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.

9.4.1.1 Assess outage.

9.4.1.1.1 Determine whether print jobs can be transferred to alternate local printer
9.4.1.2 Notifying MMIS Recovery team members.

9.4.1.2.1 Contact systems administrator on call
9.4.1.3 Notify recovery administrator.

9.4.1.3.1 Contact Infrastructure manager/Operations manager
9.4.1.4 Notify Management Recovery team.
9.4.1.4.1 Operations manager will notify Management Recovery team.

9.4.1.5 Notify maintenance vendor
9.4.1.5.1 Call Xerox for emergency service.
9.4.1.6 Repair outage.

9.4.1.6.1 Technician will repair equipment, all print jobs shunted to alternate printer for duration.
9.4.1.7 Prepare status report
9.4.1.7.1 Disperse status to Management Recovery team, Operations manager, Infrastructure manager, and KY MMIS Helpdesk.
9.4.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

9.4.2.1 Notify MMIS Recovery team members.

9.4.2.1.1 Notify systems administrator on call, KY MMIS Helpdesk

9.4.2.2 Assess outage.

9.4.2.2.1 Limited print capabilities. 

9.4.2.2.2 Time critical jobs will be processed on alternate printers. Non time critical jobs will be processed as printer time becomes available.
9.4.2.3 Alert Recovery team.

9.4.2.3.1 Notify Infrastructure manager
9.4.2.4 Notify Management Response team

9.4.2.4.1 If production impacting notify Management Recovery team
9.4.2.5 Notify maintenance vendor
9.4.2.5.1 In case of printer failure, notify Xerox. Emergency Service call.

9.4.2.6 Activate management team.

9.4.2.6.1 Determination will be made by Management Recovery team on call.

9.4.2.7 Alert customer.
9.4.2.7.1 Any interruption in service that affects the customer requires an outage notification, with timetable for resolution.

9.4.2.8 Repair outage.

9.4.2.8.1 Technician repairs equipment.

9.4.2.8.2 Limited printing continues on alternate printers.
9.4.2.9 Prepare status report
9.4.2.9.1 Disperse status to Management Recovery team, Operations manager, Infrastructure manager, and KY MMIS Helpdesk.

9.4.3 Level 3
Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

9.4.3.1 Notify MMIS Recovery team members.

9.4.3.1.1 Notify KY MMIS Helpdesk and systems administrator on call

9.4.3.2 Assess outage.

9.4.3.2.1 Scale of damage precludes simple repair, long term outage.

9.4.3.3 Execute DR Plan.

9.4.3.3.1 Begin DR activation to move process to DR site
9.4.3.4 Alert all recovery teams.

9.4.3.4.1 Alert Infrastructure and Operations managers. 
9.4.3.5 Notify recovery administrator.

9.4.3.5.1 Notify Corporate DR personnel for deployment of DR images.
9.4.3.6 Notify Management Recovery team.
9.4.3.6.1 Contact Management Recovery team

9.4.3.7 Notify maintenance vendor
9.4.3.7.1 Contact Xerox to inform them of the damage.
9.4.3.8 Activate management team.

9.4.3.8.1 Management Recovery team will activate the management.

9.4.3.9 Activate recovery structure.

9.4.3.9.1 Recovery Admin will notify DR site to activate off site printing
9.4.3.9.2 Update status to MRT and Helpdesk

9.4.3.10 Alert Customer.
9.4.3.10.1 Send notification to customer of status and timeframe for DR switchover

9.4.3.11 Alert employees.
9.4.3.11.1 Send email to employees
9.4.3.12 Activate recovery site.

9.4.3.12.1 Notify mainframe team, verify status of recovery site

9.4.3.12.2 Switch print destinations on mainframes to IP of DR site.
9.4.3.13 Repair outage.

9.4.3.13.1 Vendor should be able to estimate repair time at this point.
9.4.3.14 Prepare status report
9.4.3.14.1 Disperse status to Management Recovery team, Operations manager, Infrastructure manager, and KY MMIS Helpdesk.

9.5 HP Frankfort Office – Voice Communications
Following are the recovery procedures for the HP Frankfort Network Recovery team

9.5.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.

9.5.1.1 Assess outage.

9.5.1.1.1 Determine degree of outage
9.5.1.1.2 Low level outage will be isolated to individuals or multiple personnel for a very short period of time.
9.5.1.2 Notify MMIS Recovery team members.

9.5.1.2.1 Notify KY MMIS Helpdesk
9.5.1.2.2 Notify Infrastructure manager
9.5.1.3 Repair outage.

9.5.1.3.1 Repair or replace faulty equipment if hardware issue. If software issue reload software.
9.5.1.4 Prepare status report
9.5.1.4.1 Prepare status report and submit to Infrastructure manager

9.5.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

9.5.2.1 Notify MMIS recovery team members.

9.5.2.1.1 Notify KY MMIS Helpdesk, California Medicaid Account Communications
9.5.2.1.2 Notify systems administrator on call

9.5.2.2 Assess outage.

9.5.2.2.1 Determine whether outage is due to software or hardware failure
9.5.2.2.2 Hardware failure will be escalated 
9.5.2.3 Notify Management Recovery team.
9.5.2.3.1 Notify Management Recovery team

9.5.2.4 Notify maintenance vendor
9.5.2.4.1 Alert Corporate Voice systems team
9.5.2.4.2 Alert Avaya

9.5.2.5 Activate management team.

9.5.2.5.1 MRT will activate management team as necessary

9.5.2.6 Alert customer.
9.5.2.6.1 Send outage notification to customer with estimated time of repair
9.5.2.7 Activate recovery center.

9.5.2.7.1 California will switch incoming voice calls.

9.5.2.8 Repair outage.

9.5.2.8.1 Reboot or repair hardware or software Items causing outage.
9.5.2.9 Prepare status report
9.5.2.9.1 Indicate status of outage. 
9.5.2.9.2 If outage will extend past four hours, Management Recovery team will decide whether to escalate to level 3 outage.
9.5.3 Level 3 
Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

9.5.3.1 Notifying MMIS Recovery team members.

9.5.3.1.1 Notify KY MMIS Helpdesk, California Medicaid Account Communications
9.5.3.1.2 Notify systems administrator on call

9.5.3.2 Assess outage.

9.5.3.2.1 Determine whether outage is due to software or hardware failure
9.5.3.2.2 Hardware failure will be escalated 
9.5.3.3 Notify Management Recovery team.
9.5.3.3.1 Notify Management Recovery team

9.5.3.4 Notify maintenance vendor
9.5.3.4.1 Alert Corporate Voice systems team
9.5.3.4.2 Alert Avaya

9.5.3.5 Activate management team.

9.5.3.5.1 Management Recovery team will activate management team as necessary

9.5.3.6 Alert customer.
9.5.3.6.1 Send outage notification to Customer with estimated Time of repair
9.5.3.7 Activate recovery center.

9.5.3.7.1 California will switch incoming voice calls.

9.5.3.8 Repair outage.

9.5.3.8.1 Reboot or repair hardware or Software Items causing outage.
9.5.3.9 Prepare status report
9.5.3.9.1 Indicate status of outage. 
9.5.3.9.2 If outage will extend past four hours, Management Recovery team will decide whether to escalate to level 3 outage.
9.5.3.10 Alert employees.
9.5.3.10.1 Management Recovery team will determine the best way to notify employees, either via email, radio or call tree.
9.5.3.11 Activate recovery site.

9.5.3.11.1 Switch call trunks to point to DR site

9.5.3.12 Repair outage.

9.5.3.12.1 Replace/rebuild equipment at 656 Chamberlin
9.5.3.13 Prepare status report
9.5.3.13.1 Disperse status to Management Recovery team, operations manager, infrastructure manager, and KY MMIS Helpdesk.

9.6 HP Frankfort Office – Data Communications
Following are the recovery procedures for the HP Frankfort Network Recovery team

9.6.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.

9.6.1.1 Assess outage.

9.6.1.1.1 Determine degree of outage
9.6.1.1.2 Low level outage will be isolated to individuals or multiple personnel for a very short period of time.
9.6.1.2 Notifying MMIS Recovery team members.

9.6.1.2.1 Notify KY MMIS Helpdesk
9.6.1.2.2 Notify Infrastructure manager
9.6.1.3 Repair outage.

9.6.1.3.1 Repair or replace faulty equipment if hardware issue. If software issue reload software.
9.6.1.4 Prepare status report
9.6.1.4.1 Prepare status report and submit to Infrastructure manager
9.6.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful.

Duration: More than four hours but less than 48 hours.

9.6.2.1 Notifying MMIS Recovery team members.

9.6.2.1.1 Notify KY MMIS Helpdesk, California Medicaid Account Communications, and Network Support.
9.6.2.1.2 Notify systems administrator on call

9.6.2.2 Assess outage.

9.6.2.2.1 Determine whether outage is due to software or hardware failure
9.6.2.2.2 Hardware failure will be escalated 
9.6.2.3 Notify Management Recovery team.
9.6.2.3.1 Notify Management Recovery team

9.6.2.4 Notify maintenance vendor
9.6.2.4.1 Alert Corporate Network systems team
9.6.2.4.2 Contact Cisco to open a ticket

9.6.2.5 Activate management team.

9.6.2.5.1 MRT will activate management team as necessary. 

9.6.2.5.2 DR site should be notified to prepare for DR mode if necessary.
9.6.2.6 Alert customer.
9.6.2.6.1 Send outage notification to customer with estimated time of repair

9.6.2.7 Repair outage.

9.6.2.7.1 Reboot or repair hardware or software Items causing outage.
9.6.2.8 Prepare status report
9.6.2.8.1 Indicate status of outage. 
9.6.2.8.2 If outage will extend past four hours, Management Recovery team will decide whether to escalate to level 3 outage.
9.6.3 Level 3 
Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

9.6.3.1 Notifying MMIS Recovery team members.

9.6.3.1.1 Notify KY MMIS Helpdesk, California Medicaid Account Communications
9.6.3.1.2 Notify systems administrator on call

9.6.3.2 Assess outage.

9.6.3.2.1 Determine whether outage is due to software or hardware failure
9.6.3.2.2 Hardware failure will be escalated 
9.6.3.3 Notify Management Recovery team.
9.6.3.3.1 Notify Management Recovery team

9.6.3.4 Notify maintenance vendor
9.6.3.4.1 Alert Corporate Voice systems team
9.6.3.4.2 Alert Corporate Network Operations.

9.6.3.5 Activate management team.

9.6.3.5.1 Management Recovery team will activate management team as necessary

9.6.3.6 Alert customer.
9.6.3.6.1 Send outage notification to customer with estimated time of repair
9.6.3.7 Activate Recovery Center.

9.6.3.7.1 California will switch incoming voice calls. Network ops will coordinate switch of network traffic to DR site.

9.6.3.8 Repair outage.

9.6.3.8.1 Reboot or repair hardware or Software Items causing outage.
9.6.3.9 Prepare status report
9.6.3.9.1 Indicate status of outage. 
9.6.3.9.2 If outage will extend past four hours, Management Recovery team will decide whether to escalate to level 3 outage.

9.6.3.10 Alert employees.
9.6.3.10.1 Management Recovery team will determine the best way to notify employees, either via email, radio or call tree.
9.6.3.11 Activate recovery site.

9.6.3.11.1 Switch call trunks to point to DR site. Switch network traffic To DR site.

9.6.3.12 Repair outage.

9.6.3.12.1 Replace/rebuild equipment at 656 Chamberlin
9.6.3.13 Prepare status report
9.6.3.13.1 Disperse status to Management Recovery team, operations manager, infrastructure manager, and KY MMIS Helpdesk.

9.7 COT Cold Harbor - Provider Enrollment (First Health Interface)
Following are the recovery procedures for the HP Frankfort Network Recovery Team

9.7.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.

9.7.1.1 Original notification
9.7.1.1.1 COT manager notifies HP infrastructure manager of outage.
9.7.1.2 Notifying MMIS Recovery team members

9.7.1.2.1 Notify KY MMIS Helpdesk
9.7.1.2.2 Notify infrastructure manager

9.7.1.3 Assess Outage
9.7.1.3.1 HP infrastructure manager contacts COT point of contact to determine level of outage at COT
9.7.1.3.2 HP Infrastructure team member goes to COT Cold Harbor facility to evaluate HP managed environment.

9.7.1.3.3 HP infrastructure team member on site contacts infrastructure manager of assessment
9.7.1.4 Notify recovery administrator
9.7.1.4.1 Notify Administrative Recovery team lead
9.7.1.5 Notify Management Recovery team 

9.7.1.5.1 Notify Management Recovery team lead
9.7.1.6 Repair outage

9.7.1.6.1 If software problem, repair software issue else,

9.7.1.6.2 Replace hardware faulty hardware

9.7.1.7 Notify maintenance vendor (if applicable)
9.7.1.7.1 Contact DELL for Gold Level Service, four hour response time onsite service (hardware)

9.7.1.7.2 Contact Microsoft (Operating System or Applications) 
9.7.1.8 Prepare status report
9.7.1.8.1 Technical staff will present Infrastructure manager with a root cause failure analysis, 

9.7.1.8.2 Infrastructure Manager will present Management Recovery team with a failure analysis, with preventative suggestions
9.7.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful. Duration: More than four hours but less than 48 hours 

9.7.2.1 Original Notification
9.7.2.1.1 COT manager notifies HP infrastructure manager of outage.
9.7.2.2 Notifying MMIS Recovery team members

9.7.2.2.1 Notify KY MMIS Helpdesk
9.7.2.2.2 Notify infrastructure manager

9.7.2.3 Assess outage
9.7.2.3.1 HP infrastructure manager contacts COT point of contact to determine level of outage at COT
9.7.2.3.2 HP infrastructure team member goes to COT Cold Harbor facility to evaluate HP managed environment.

9.7.2.3.3 HP infrastructure team member on site contacts infrastructure manager of assessment
9.7.2.4 Notify recovery administrator
9.7.2.4.1 Notify Administrative Recovery team lead
9.7.2.5 Notify Management Recovery team 

9.7.2.5.1 Notify Management Recovery team lead
9.7.2.6 Notify maintenance vendor (if applicable)
9.7.2.6.1 Contact DELL for Gold Level Service, 4 hour response time onsite service (hardware)

9.7.2.6.2 Contact Microsoft (Operating System or Applications) 

9.7.2.7 Activate management team.

9.7.2.7.1 Management Recovery team will activate team

9.7.2.8 Alert customer.
9.7.2.8.1 If affecting non-HP personnel, notification is sent to the Commonwealth reps.
9.7.2.9 Activate Recovery Center.

9.7.2.9.1 Bring up spare server
9.7.2.9.2 Load disk image of failed unit

9.7.2.10 Repair Outage

9.7.2.10.1 Software issue, reload software from backup or fresh load

9.7.2.10.2 Hardware issue, load alternate machine to replace failed unit
9.7.2.11 Prepare status report
9.7.2.11.1 Technical staff will present infrastructure manager with a root cause failure analysis, 

9.7.2.11.2 Infrastructure manager will present Management Recovery team with a failure analysis, with preventive suggestions

9.7.3 Level 3 
Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

9.7.3.1 Original notification
9.7.3.1.1 COT manager notifies HP infrastructure manager of outage.
9.7.3.2 Notifying MMIS Recovery team members

9.7.3.2.1 Notify KY MMIS Helpdesk
9.7.3.2.2 Notify infrastructure manager

9.7.3.3 Assess outage
9.7.3.3.1 HP infrastructure manager contacts COT point of contact to determine level of outage at COT
9.7.3.3.2 HP infrastructure team member goes to COT Cold Harbor facility to evaluate HP managed environment.

9.7.3.3.3 HP infrastructure team member on site contacts infrastructure manager of assessment
9.7.3.4 Notify recovery administrator
9.7.3.4.1 Notify Administrative Recovery team lead
9.7.3.5 Notify Management Recovery team 

9.7.3.5.1 Notify Management Recovery team lead
9.7.3.6 Notify maintenance vendor (if applicable)
9.7.3.6.1 Contact DELL for Gold Level Service, four-hour response time onsite service (hardware)

9.7.3.6.2 Contact Microsoft (Operating System or Applications) 

9.7.3.7 Activate management team

9.7.3.7.1 Management Recovery team will activate team

9.7.3.8 Alert customer.
9.7.3.8.1 If affecting non-HP personnel, notification is sent to the Commonwealth reps.
9.7.3.9 Activate recovery center

9.7.3.9.1 Bring up spare server
9.7.3.9.2 Load disk image of failed unit

9.7.3.9.3 Reroute network traffic to DR site

9.7.3.9.4 Initiate any firewall changes to facilitate network traffic alterations

9.7.3.10 Restore service at primary site

9.7.3.10.1 Coordinate with Commonwealth COT Disaster Recovery lead on Cold Harbor restoration

9.7.3.10.2 Prepare specifications of hardware and software to be reordered
9.7.3.11 Prepare status report
9.7.3.11.1 Technical staff will present Infrastructure manager with a root cause failure analysis, 

9.7.3.11.2 Infrastructure manager will present Management Recovery team with a failure analysis, with preventive suggestions

9.8 COT Cold Harbor – EMAR (Commonwealth Accounting System Interface)
9.8.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.

9.8.1.1 Original notification
9.8.1.1.1 COT Manager notifies HP infrastructure manager of outage.
9.8.1.2 Notifying MMIS Recovery team members

9.8.1.2.1 Notify KY MMIS Helpdesk
9.8.1.2.2 Notify infrastructure manager

9.8.1.3 Assess Outage
9.8.1.3.1 HP infrastructure manager contacts COT point of contact to determine level of outage at COT
9.8.1.3.2 HP infrastructure team member goes to COT Cold Harbor facility to evaluate HP managed environment.

9.8.1.3.3 HP infrastructure team member on site contacts infrastructure manager of assessment
9.8.1.4 Notify recovery administrator
9.8.1.4.1 Notify Administrative Recovery team lead
9.8.1.5 Notify Management Recovery team 

9.8.1.5.1 Notify Management Recovery team lead
9.8.1.6 Repair outage

9.8.1.6.1 If software problem, repair software issue else,

9.8.1.6.2 Replace hardware faulty hardware

9.8.1.7 Notify maintenance vendor (if applicable)
9.8.1.7.1 Contact DELL for Gold Level Service, four-hour response time onsite service (hardware)

9.8.1.7.2 Contact Microsoft (Operating System or Applications) 
9.8.1.8 Prepare status Report
9.8.1.8.1 Technical staff will present Infrastructure Manager with a root cause failure analysis, 

9.8.1.8.2 Infrastructure Manager will present Management Recovery team with a failure analysis, with preventative suggestions
9.8.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful. Duration: More than four hours but less than 48 hours 

9.8.2.1 Original notification
9.8.2.1.1 COT manager notifies HP infrastructure manager of outage.
9.8.2.2 Notifying MMIS Recovery team members

9.8.2.2.1 Notify KY MMIS Helpdesk
9.8.2.2.2 Notify infrastructure manager

9.8.2.3 Assess outage
9.8.2.3.1 HP infrastructure manager contacts COT point of contact to determine level of outage at COT
9.8.2.3.2 HP infrastructure team member goes to COT Cold Harbor facility to evaluate HP managed environment.

9.8.2.3.3 HP infrastructure team member on site contacts infrastructure manager of assessment
9.8.2.4 Notify recovery administrator
9.8.2.4.1 Notify Administrative Recovery team lead
9.8.2.5 Notify Management Recovery team 

9.8.2.5.1 Notify Management Recovery team lead
9.8.2.6 Notify maintenance vendor (if applicable)
9.8.2.6.1 Contact DELL for Gold Level Service, 4 hour response time onsite service (hardware)

9.8.2.6.2 Contact Microsoft (Operating System or Applications) 

9.8.2.7 Activate management team.

9.8.2.7.1 Management Recovery team will activate team

9.8.2.8 Alert customer.
9.8.2.8.1 If affecting non-HP personnel, notification is sent to the Commonwealth reps.
9.8.2.9 Activate Recovery Center.

9.8.2.9.1 Bring up spare server
9.8.2.9.2 Load disk image of failed unit

9.8.2.10 Repair outage

9.8.2.10.1 Software issue, reload software from backup or fresh load

9.8.2.10.2 Hardware issue, load alternate machine to replace failed unit
9.8.2.11 Prepare status report
9.8.2.11.1 Technical staff will present infrastructure manager with a root cause failure analysis, 

9.8.2.11.2 Infrastructure manager will present Management Recovery team with a failure analysis, with preventative suggestions

9.8.3 Level 3 
Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

9.8.3.1 Original Notification
9.8.3.1.1 COT manager notifies HP infrastructure manager of outage.
9.8.3.2 Notifying MMIS Recovery team members

9.8.3.2.1 Notify KY MMIS Helpdesk
9.8.3.2.2 Notify infrastructure manager

9.8.3.3 Assess outage
9.8.3.3.1 HP infrastructure manager contacts COT point of contact to determine level of outage at COT
9.8.3.3.2 HP infrastructure team member goes to COT Cold Harbor facility to evaluate HP managed environment.

9.8.3.3.3 HP infrastructure team member on site contacts infrastructure manager of assessment
9.8.3.4 Notify recovery administrator
9.8.3.4.1 Notify Administrative Recovery team lead
9.8.3.5 Notify Management Recovery team 

9.8.3.5.1 Notify Management Recovery team lead
9.8.3.6 Notify maintenance vendor (if applicable)
9.8.3.6.1 Contact DELL for Gold Level Service, 4 hour response time onsite service (hardware)

9.8.3.6.2 Contact Microsoft (Operating System or Applications) 

9.8.3.7 Activate management team

9.8.3.7.1 Management Recovery team will activate team

9.8.3.8 Alert customer.
9.8.3.8.1 If effecting non-HP personnel, notification is sent to the Commonwealth reps.
9.8.3.9 Activate recovery center

9.8.3.9.1 Bring up spare server
9.8.3.9.2 Load disk image of failed unit

9.8.3.9.3 Reroute network traffic to DR site

9.8.3.9.4 Initiate any firewall changes to facilitate network traffic alterations

9.8.3.10 Restore service at primary site

9.8.3.10.1 Coordinate with Commonwealth COT Disaster Recovery lead on Cold Harbor restoration

9.8.3.10.2 Prepare specifications of hardware and software to be reordered
9.8.3.11 Prepare status report
9.8.3.11.1 Technical staff will present Infrastructure manger with a root cause failure analysis, 

9.8.3.11.2 Infrastructure manager will present Management Recovery team with a failure analysis, with preventative suggestions

9.9 COT Cold Harbor - Service/Prior Authorization (SS EMAX System Interface)
Following are the recovery procedures for the HP Frankfort Network Recovery team

9.9.1 Level 1

Critical services are unavailable, minor damage or outage and system can be repaired on site.

Duration: Less than four hours.

9.9.1.1 Original notification
9.9.1.1.1 COT manager notifies HP infrastructure manager of outage.
9.9.1.2 Notifying MMIS Recovery team members

9.9.1.2.1 Notify KY MMIS Helpdesk
9.9.1.2.2 Notify infrastructure manager

9.9.1.3 Assess outage
9.9.1.3.1 HP infrastructure manager contacts COT point of contact to determine level of outage at COT
9.9.1.3.2 HP infrastructure team member goes to COT Cold Harbor facility to evaluate HP managed environment.

9.9.1.3.3 HP infrastructure team member on site contacts infrastructure manager of assessment
9.9.1.4 Notify recovery administrator
9.9.1.4.1 Notify Administrative Recovery team lead
9.9.1.5 Notify Management Recovery Team 

9.9.1.5.1 Notify Management Recovery team lead
9.9.1.6 Repair outage

9.9.1.6.1 If software problem, repair software issue else,

9.9.1.6.2 Replace hardware faulty hardware

9.9.1.7 Notify maintenance vendor (if applicable)
9.9.1.7.1 Contact DELL for Gold Level Service, four-hour response time onsite service (hardware)

9.9.1.7.2 Contact Microsoft (Operating System or Applications) 
9.9.1.8 Prepare status Report
9.9.1.8.1 Technical staff will present Infrastructure manager with a root cause failure analysis, 

9.9.1.8.2 Infrastructure manager will present Management Recovery team with a failure analysis, with preventive suggestions
9.9.2 Level 2 

Critical services are unavailable, moderate damage or outage and situation may escalate if repairs are unsuccessful. Duration: More than four hours but less than 48 hours 

9.9.2.1 Original notification
9.9.2.1.1 COT manager notifies HP infrastructure manager of outage.
9.9.2.2 Notifying MMIS Recovery team members

9.9.2.2.1 Notify KY MMIS Helpdesk
9.9.2.2.2 Notify infrastructure manager

9.9.2.3 Assess outage
9.9.2.3.1 HP infrastructure manager contacts COT point of contact to determine level of outage at COT
9.9.2.3.2 HP infrastructure team member goes to COT Cold Harbor facility to evaluate HP managed environment.

9.9.2.3.3 HP infrastructure team member on site contacts infrastructure manager of assessment
9.9.2.4 Notify Recovery administrator
9.9.2.4.1 Notify Administrative Recovery team lead
9.9.2.5 Notify Management Recovery team 

9.9.2.5.1 Notify Management Recovery team lead
9.9.2.6 Notify maintenance vendor (if applicable)
9.9.2.6.1 Contact DELL for Gold Level Service, four-hour response time onsite service (hardware)

9.9.2.6.2 Contact Microsoft (Operating System or Applications) 

9.9.2.7 Activate management team.

9.9.2.7.1 Management Recovery team will activate team

9.9.2.8 Alert customer.
9.9.2.8.1 If effecting non-HP personnel, notification is sent to the Commonwealth reps.
9.9.2.9 Activate Recovery Center.

9.9.2.9.1 Bring up spare server
9.9.2.9.2 Load disk image of failed unit

9.9.2.10 Repair outage

9.9.2.10.1 Software issue, reload software from backup or fresh load

9.9.2.10.2 Hardware issue, load alternate machine to replace failed unit
9.9.2.11 Prepare status report
9.9.2.11.1 Technical staff will present Infrastructure manager with a root cause failure analysis, 

9.9.2.11.2 Infrastructure manager will present Management Recovery team with a failure analysis, with preventive suggestions

9.9.3 Level 3 
Critical services unavailable, major damage or outage, repairs are not possible, and situation has escalated

Duration: Greater than 48 hours

9.9.3.1 Original Notification
9.9.3.1.1 COT manager notifies HP infrastructure manager of outage.
9.9.3.2 Notifying MMIS Recovery team members

9.9.3.2.1 Notify KY MMIS Helpdesk
9.9.3.2.2 Notify infrastructure manager

9.9.3.3 Assess outage
9.9.3.3.1 HP infrastructure manager contacts COT point of contact to determine level of outage at COT
9.9.3.3.2 HP infrastructure team member goes to COT Cold Harbor facility to evaluate HP managed environment.

9.9.3.3.3 HP infrastructure team member on site contacts infrastructure manager of assessment
9.9.3.4 Notify recovery administrator
9.9.3.4.1 Notify Administrative Recovery team lead
9.9.3.5 Notify Management Recovery team 

9.9.3.5.1 Notify Management Recovery team lead
9.9.3.6 Notify maintenance vendor (if applicable)
9.9.3.6.1 Contact DELL for Gold Level Service, four-hour response time onsite service (hardware)

9.9.3.6.2 Contact Microsoft (Operating System or Applications) 

9.9.3.7 Activate management team

9.9.3.7.1 Management Recovery team will activate team

9.9.3.8 Alert customer.
9.9.3.8.1 If affecting non-HP personnel, notification is sent to the Commonwealth reps.
9.9.3.9 Activate Recovery Center

9.9.3.9.1 Bring up spare server
9.9.3.9.2 Load disk image of failed unit

9.9.3.9.3 Reroute network traffic to DR site

9.9.3.9.4 Initiate any firewall changes to facilitate network traffic alterations

9.9.3.10 Restore service at primary site

9.9.3.10.1 Coordinate with Commonwealth COT Disaster Recovery lead on Cold Harbor restoration

9.9.3.10.2 Prepare specifications of hardware and software to be reordered
9.9.3.11 Prepare status report
9.9.3.11.1 Technical staff will present Infrastructure manager with a root cause failure analysis, 

9.9.3.11.2 Infrastructure manager will present Management Recovery team with a failure analysis, with preventive suggestions

10 Appendix G: Key Process Services Recovery Priorities
Priority codes: H – High, M – Medium, L - Low
	Priority
	KPE
	Platform
	Responsibility

	H
	Claim Engine
	Sun E20K
	Cycle Monitor

	H
	Member Data Management
	Sun E20K
	Cycle Monitor

	H
	Provider Data Management
	Sun E20K
	Cycle Monitor

	H
	Managed Care
	Sun E20K
	Cycle Monitor

	L
	SUR
	Sun E20K
	Cycle Monitor

	M
	Service Authorization
	Sun E20K
	Cycle Monitor

	H
	Reference
	Sun E20K
	Cycle Monitor

	L
	MAR
	Sun E20K
	Cycle Monitor

	M
	EPSDT
	Sun E20K
	Cycle Monitor

	M
	Third Party Liability (TPL)
	Sun E20K
	Cycle Monitor

	H
	Financial 
	Sun E20K
	Cycle Monitor

	H
	Benefits Admin
	Sun E20K
	Cycle Monitor

	H
	MMIS User Interface
	Dell
	KY MMIS Help Desk

	H
	File Transfer
	Dell
	KY MMIS Help Desk

	L
	FIQM
	Dell
	Network Manager

	H
	Eligibility Verification System (EVS)
	Dell
	EDI Help Desk

	H
	Automated Voice Response System (AVRS)
	InterVoice
	EDI Help Desk

	M
	Claims Imaging Capture (Captiva)
	Dell
	Claims Manager

	L
	Bulletin Board System (BBS)
	Dell
	EDI Help Desk

	M
	Claims Image Viewing
	Dell
	KY MMIS Help Desk

	L
	Online Reports (OnBase)
	Dell
	KY MMIS Help Desk

	H
	EDI HIPAA Transactions
	Dell
	EDI Help Desk

	H
	Provider Internet
	Dell
	Provider Inquiry Help Desk

	L
	Business Objects (DDS) 
	Dell
	DSS Manager

	L
	Mail
	Dell
	KY MMIS Help Desk

	M
	File Server
	Dell
	KY MMIS Help Desk

	H
	Call Center
	Dell
	KY MMIS Help Desk

	H
	Print Services
	Dell
	KY MMIS Help Desk

	L
	Voice Communication
	Dell
	KY MMIS Help Desk

	L
	Data Communications
	Dell
	KY MMIS Help Desk

	M
	Provider Enrollment
	Dell
	KY MMIS Help Desk

	H
	EMARS
	Dell
	KY MMIS Help Desk

	M
	Service/Prior Authorization
	Dell
	KY MMIS Help Desk


11 Appendix H: Computer Hardware Listing

	Description
	ID Number
	Vendor Name
	Technical Specifications
	Quantity
	Hardware

Maintenance Vendor
	Location

	Source
	GDX4T71
	Dell
	Dell Optiplex GX280
	1
	Dell
	FRK

	Captiva MO
	2HW4421
	Dell
	Dell Optiplex GX280
	1
	Dell
	FRK

	Capreco – Captiva
	5NT1v71
	Dell
	Dell Optiplex GX280
	1
	Dell
	FRK

	Monitor
	7HX4T71
	Dell
	Dell Optiplex GX280
	1
	Dell
	FRK

	Avaya Media Gatesways
	051630501917

051639203396

051633203400

051633203405

051630501926
	Avaya
	Model S8300 Media Servers
	4
	Avaya
	FRK

	Avaya Master Voicemail Server
	20506230119
	Avaya
	Avaya/Kontron S3210 Message Server
	1
	Avaya
	FRK

	USFFS001, 2 - Future Use
	4J4QY7

629PS71
	Dell
	Dell 2850
	2
	Dell
	FRK

	USFFBBS001 - BBS, Ultra Edit, EdiSearch
	52BPS71
	Dell
	Dell 2850
	1 
	Dell
	FRK

	AVRS 1, 2 - Win2K, InterVoice Voice Automation 
	BRTGW71

G052C71
	Dell
	Dell2850
	2
	Dell
	FRK

	Qualstar Jukebox
	2410236
	Qualstar
	RLS8216H
	1
	Qualstar
	FRK

	USFFCAP001 - Captiva - ScanCB, Adobe File Manager
	CWT7V71
	Dell
	Dell 2850
	1
	Dell
	FRK

	USFFCAP002 - ScanCB, SQL, IIS, Qstar HSM, Adobe File Manager, Aladdin Diag.
	FWT7V71
	Dell
	Dell 2850
	1
	Dell
	FRK

	Dell Poweredge Console 
	15PP
	Dell
	Console 15PP
	3
	Dell
	FRK

	Dell - Workstation for Tape Drive
	IPJ2T71
	DELL
	Dell Optiplex GX280
	1
	DELL
	FRK

	Tape Drive – Overland
	2B1360539
	Overland
	L490E RSFWD
	1
	Overland
	FRK

	USFFS005 - DHCP, TFPT, ARC
	7CSNL71
	Dell
	Dell 2850
	1
	Dell
	FRK

	USFFS004 - FTP, IIS, NBNS, SQL
	2JRQY71
	DELL
	Dell 2850
	1
	DELL
	FRK

	USFFA002 - DC, AD, DNS, Arc Serve
	RDSRY71
	DELL
	Dell 2850
	1
	DELL
	FRK

	USFFA001 - DC, AD, DNS
	7DSRY71
	DELL
	Dell 2850
	1
	DELL
	FRK

	USFFS003 - Unicenter, SQL, TNG, WSUS, IIS
	BDSRY71
	DELL
	Dell 2850
	1 
	DELL
	FRK

	Plasmon - DVD Backup
	0507400087
	Plasmon
	D-240-06-2.0 amp
	1
	Plasmon
	FRK

	Liebert HVAC
	
	Liebert
	Deluxe System 3 Fh/Uh
	1
	Liebert
	FRK

	MGE Comet UPS
	
	MGE
	
	1
	MGE
	FRK

	Avaya PA
	
	Avaya
	100 W. Amplifier
	1
	Avaya
	FRK

	GE – ACU

Intergraphic Processor  Board
	Board – T0533 -17983


	GE
	ACUX46-E1L08A
	1
	GE
	FRK


	Description
	ID Number
	Vendor Name
	Technical Specifications
	Quantity
	Hardware

Maintenance Vendor
	Location

	DSS Test/ MMIS Model Office
	0513AM02CB
	Sun
	Sun Fire V490
	1
	Sun
	ODC

	MMIS UAT, Production
	0515AK21FE
	Sun
	Sun Enterprise 25K
	1
	Sun
	ODC

	DSS Business Objects Web Intelligence- USOLWKY001
	87SJK71
	Dell
	PowerEdge 2850, 4GB RAM, Dual 3.2 Ghz Xeon single core CPUs
	1
	Dell
	ODC

	DSS Business Objects Web Intelligence- USOLWKY002
	97SJK71
	Dell
	PowerEdge 2850, 4GB RAM, Dual 3.2 Ghz Xeon single core CPUs
	1
	Dell
	ODC

	DSS Business Objects Web Intelligence Broadcast Agent- USOLWKY003
	C7SJK71
	Dell
	PowerEdge 2850, 4GB RAM, Dual 3.2 Ghz Xeon single core CPUs
	1
	Dell
	ODC

	DSS ESRI Map Server- USOLWKY004
	D7SJK71 


	Dell
	PowerEdge 2850, 4GB RAM, Dual 3.2 Ghz Xeon single core CPUs
	1
	Dell
	ODC

	DSS Broader Health- USOLWKY005
	61K6K71
	Dell
	PowerEdge 2850, 4GB RAM, Dual 3.2 Ghz Xeon single core CPUs
	1
	Dell
	ODC

	OnBase COLD Server- USOLWKY006
	9QWLT71
	Dell
	PowerEdge 6850, 20GB RAM, Quad 3.0 Ghz Xeon single core CPUs
	1
	Dell
	ODC

	BizTalk SQL Server/HIS- USOLWKY007
	5P4MT71
	Dell
	PowerEdge 6850, 20GB RAM, Quad 3.0 Ghz Xeon single core CPUs
	1
	Dell
	ODC

	File Server- USOLWKY008
	77RYY71
	Dell
	PowerEdge 6850, 20GB RAM, Quad 3.3 Ghz Xeon single core CPUs
	1
	Dell
	ODC

	Model Office Web Environment- USOLWKY009
	3P4MT71
	Dell
	PowerEdge 6850, 20GB RAM, Quad 3.0 Ghz Xeon single core CPUs
	1
	Dell
	ODC

	Microsoft Virtual Server Development Environment- USOLWKY010
	6P4MT71
	Dell
	PowerEdge 6850, 20GB RAM, Quad 3.0 Ghz Xeon single core CPUs
	1
	Dell
	ODC

	KY Health-Net Web Server- USOLWKY011
	1JSRY71


	Dell
	PowerEdge 2850, 8GB RAM, Dual 3.6 Ghz Xeon single core CPUs
	1
	Dell
	ODC

	Web DDE- USOLWKY012
	GHSRY71
	Dell
	PowerEdge 2850, 8GB RAM, Dual 3.6 Ghz Xeon single core CPUs
	1
	Dell
	ODC

	Transition BizTalk and HIS- USOLWKY013
	BZ4QY71
	Dell
	PowerEdge 2850, 8GB RAM, Dual 3.6 Ghz Xeon single core CPUs
	1
	Dell
	ODC

	Microsoft Operations Manager (MOM) Server- USOLWKY014
	HHSRY71


	Dell
	PowerEdge 2850, 8GB RAM, Dual 3.6 Ghz Xeon single core CPUs
	1
	Dell
	ODC

	POS Server- USOLWKY015
	G65VS71
	Dell
	PowerEdge 2850, 4GB RAM, Dual 3.2 Ghz Xeon single core CPUs
	1
	Dell
	ODC

	Prod BizTalk SQL Server- USOLWKY016
	F7RYY71
	Dell
	PowerEdge 6850, 20GB RAM, Quad 3.3 Ghz Xeon single core CPUs
	1
	Dell
	ODC

	KYADMHG Active Directory Domain Controller- USOLWKY017
	B7HL981
	Dell
	PowerEdge 2850, 8GB RAM, Dual 3.6 Ghz Xeon single core CPUs
	1
	Dell
	ODC

	Dell Open Manage Enterprise Console/VMWare Virtual Center Server- USOLWKY018
	GMHL981
	Dell
	PowerEdge 2850, 8GB RAM, Dual 3.6 Ghz Xeon single core CPUs
	1
	Dell
	ODC

	Prod BizTalk/HIS- USOLWKY019
	H65VS71
	Dell
	PowerEdge 2850, 4GB RAM, Dual 3.2 Ghz Xeon single core CPUs
	1
	Dell
	ODC

	USOLWKY020- No server setup with this server name yet.
	N/A
	N/A
	N/A
	N/A
	N/A
	N/A

	BizTalk/HIS- USOLWKY021
	DRTN981
	Dell
	PowerEdge 2850, 8GB RAM, Dual 3.6 Ghz Xeon single core CPUs
	1
	Dell
	ODC

	Prod .NET SQL Server- USOLWKY022
	8Y7P981
	Dell
	PowerEdge 6850, 20GB RAM, Quad 3.3 Ghz Xeon single core CPUs
	1
	Dell
	ODC

	Tracking Database Server- USOLWKY023
	75TMT71
	Dell
	PowerEdge 6850, 20GB RAM, Quad 3.0 Ghz Xeon single core CPUs
	1
	Dell
	ODC

	DDI BizTalk Server- USOLWKY024
	85TMT71
	Dell
	PowerEdge 6850, 20GB RAM, Quad 3.0 Ghz Xeon single core CPUs
	1
	Dell
	ODC

	VMWare ESX Server Node 1- USOLWKY025
	95TMT71
	Dell
	PowerEdge 6850, 20GB RAM, Quad 3.0 Ghz Xeon single core CPUs
	1
	Dell
	ODC

	Prod BizTalk Send/Receive- USOLWKY026
	BRTN981
	Dell
	PowerEdge 2850, 8GB RAM, Dual 3.6 Ghz Xeon single core CPUs
	1
	Dell
	ODC

	VMWare ESX Server Node 2- USOLWKY027
	D5TMT71
	Dell
	PowerEdge 6850, 20GB RAM, Quad 3.0 Ghz Xeon single core CPUs
	1
	Dell
	ODC

	VMWare ESX Server Node 3- USOLWKY028
	JZ7P981
	Dell
	PowerEdge 6850, 20GB RAM, Quad 3.3 Ghz Xeon single core CPUs
	1
	Dell
	ODC

	VMWare ESX Server Node 4- USOLWKY029
	GCCN981
	Dell
	PowerEdge 6850, 32GB RAM, Quad 3.3 Ghz Xeon single core CPUs
	1
	Dell
	ODC

	VMWare ESX Server Node 5- USOLWKY030
	2DCN981
	Dell
	PowerEdge 6850, 32GB RAM, Quad 3.3 Ghz Xeon single core CPUs
	1
	Dell
	ODC


	Description
	ID Number
	Vendor Name
	Technical Specifications
	Quantity
	Hardware Maintenance Vendor
	Location

	MIIS Lic/SA
	
	
	
	
	
	101 Cold Harbor Drive.

	Oracle Adapter for BizTalk Enterprise Lic/SA
	
	Oracle
	
	
	
	

	PowerEdge 2850
	
	Dell
	 3.2GHz/1MB Cache, Xeon, 800MHzFront Side Bus for PowerEdge 2850
	4
	Dell
	 FRK- Cold

	PowerEdge 6850
	
	Dell
	3.0GHz/8MB Cache, Xeon Redundant
	2
	Dell
	FRK- Cold

	40U Common Rack (RACK-40U-C)
	MYS59052300110
	EMC
	
	1
	EMC
	FRK- Cold

	40U-C Power Cord
	DCCC00065770011
	EMC
	 
	1
	EMC
	FRK- Cold

	Clarion Service Modem-US
	APM00052500513
	EMC
	
	1
	EMC
	FRK- Cold

	CX-2G10-146
	CL200052304496
	EMC
	10K 520B 2GB
	6
	EMC
	FRK- Cold

	CX700 Networked Storage System
	
	EMC
	8GB Memory
	1
	EMC
	FRK- Cold

	Navisphere Departmental
	
	EMC
	 
	1
	EMC
	FRK- Cold

	PowerPath Windows DEP/PP-WN-DP
	
	EMC
	
	1
	EMC
	FRK- Cold

	PowerPath Windows WGR/PP-WN-WG
	
	EMC
	
	1
	EMC
	FRK- Cold

	LP10000DC 2Gb Fibre Channel HBA
	MLXBG51169751, MLXBG51169762, MLXBG51169766,

MLXBG51594164, MLXBG51594170, MLXBG51594293, MLXBG51594293, MLXBG51594328, 

MLXBG51594402
	Emulex
	
	8
	Info-X Distribution
	FRK- Cold

	Application Center Server
	
	Microsoft
	
	4
	
	FRK- Cold

	Application Center Server Lic/SA
	
	Microsoft
	
	4
	 
	FRK- Cold

	BizTalk Enterprise Edition
	
	Microsoft
	
	4
	
	FRK- Cold

	BizTalk Server 2004 Enterprise Edition Lic/SA
	
	Microsoft
	
	4
	 
	FRK- Cold

	HL7 Accelerator for BizTalk Enterprise
	
	Microsoft
	
	4
	
	FRK- Cold

	HL7 Accelerator for BizTalk Enterprise Lic/SA
	
	Microsoft
	
	4
	 
	FRK- Cold

	MOM Ops Mgr Serv Enterprise Edition Lic/SA
	
	Microsoft
	
	8
	 
	FRK- Cold

	Operations Manager Server Enterprise Edition
	
	Microsoft
	
	8
	
	FRK- Cold

	SQL Server 2000 Enterprise Edition
	
	Microsoft
	
	4
	
	FRK- Cold

	SQL Server 2000 Enterprise Edition Lic/SA
	
	Microsoft
	
	4
	 
	FRK- Cold

	Windows Server 2003 Enterprise Edition
	
	Microsoft
	
	5
	
	FRK- Cold

	Windows Software Utilities
	
	Microsoft
	 
	1
	
	FRK- Cold

	2Gb Fiber Channel Opt ( 648-0003-0)
	R002063
	Qualstar
	
	1
	
	FRK- Cold

	7X24X4 TLS 4440
	D4864780001
	Qualstar
	
	1
	
	FRK- Cold

	AIT-4 LVD: QS7-AIT4,

QS7-AIT4/1, QS7-AIT4/2
	1053050, 1053029, 1053025, 1053041
	Qualstar
	200/520 GB
	4
	
	FRK- Cold

	SEP 850mm 2Gb
	
	Qualstar
	 
	1
	
	FRK- Cold

	Std Bar Code Reader
	
	Qualstar
	
	1
	
	FRK- Cold

	Variable I/O Port
	
	Qualstar
	
	1
	
	FRK- Cold


12 Appendix I: Data Communications Inventory

	Equipment Class
	Vendor
	Model Number
	Quantity
	Transmission Speed
	Protocol
	Type
	Miscellaneous
Comments

	Network/LAN
	CISCO
	48-port Ethernet 

Switch


	1
	
	
	
	ODC

	Network/LAN
	CISCO
	48-port Ethernet Switch


	1
	
	
	
	ODC

	Network/LAN
	CISCO
	48-port Ethernet Switch


	1
	
	
	
	ODC

	Network/LAN
	CISCO
	7204 Router (account)


	1
	
	
	
	ODC

	Network/LAN
	CISCO
	7204 Router (account)


	1
	
	
	
	ODC

	Switch Stack
	CISCO
	Cataylst 3750 G - POE Port 48 (CNM2N00ARB)

	6
	
	
	
	FRK 

	Switch Stack
	CISCO
	3DSS16 - 24 Port
	6
	
	
	
	FRK

	Switch
	CISCO
	Catalyst 3750G, 48 POE (F0C0931W17T)
	1
	
	
	
	FRK

	Switch
	CISCO
	2800 Series (CNMJ7POBRA)
	1
	
	
	
	FRK

	Switch
	CISCO
	Catalyst 2950 (0016C778A740)
	1
	
	
	
	FRK

	Firewall
	CISCO
	PIX 515E (CNM743PBRA)
	2
	
	
	
	FRK

	Router
	CISCO
	3700 RTR (PX094AIF)
	1
	
	
	
	FRK

	Blades
	CISCO
	7200 VXR (CN51XIATAAA

CN51XIATAAD
	2
	
	
	
	FRK


13  Appendix J: Emergency Contact List
In the event of activation of the disaster recovery plan, please update the Contact Date/Time column with the appropriate value.

13.1 HP Contacts
Area Code is 502 unless indicated otherwise.
	Role
	Name
	Phone Night
	Cell/Pager
	Email/ Web Site
	Contact Date/
Time

	Kentucky Medicaid 
Account Manager

	Glenn Jennings
	320-4631 (c)
	320-4631 (c)
	glenn.jennings@hp.com
	

	Kentucky Financial 
Support

	Gregg Currans 
	 859-234-661
	502-320-6502 (c)
	gregg.currans@hp.com
	

	Kentucky Medicaid Systems Operations Manager

	Glenn Sewell
	502-875-272   
	502-320-3598 (c)
	glenn.sewell@hp.com
	

	Kentucky Medicaid 
LAN Manager


	Chuck Priddy
	267-6339
	320-4250(c) 
	chuck.priddy@hp.com
	

	Kentucky Medicaid 
Claims Manager


	Janet Penn
	502-223-1221


	502-330-1514 (c)
	janet.penn@hp.com
	

	Kentucky Medicaid Provider Relations Manager


	Bernice Shelton
	502-418-2613
	502-320-4628 (c)
	bernice.shelton@hp.com
	

	Kentucky Medicaid Administrative Assistant – Personnel
	Joyce Barron
	502 209 3192
	502 209 3192
	joyce.barron@hp.com

	

	Kentucky Medicaid SE Manager

	Mohsin Naqvi
	859-514-6576


	502-320-2239
	Mohsin.naqvi@hp.com
	

	Kentucky Medicaid 
DSS Manager

	Bill Ponder
	502-316-1384


	502-316-1384


	bill.ponder@hp.com
	

	HP MMIS Unix 
System Administrator

	Terry Webber
	972-742-2579
	972-742-2579 (c)
	terry.webber@hp.com
	

	HP MMIS Database Administrator

	Dean Anderson
	360-212-0046
	360-882-8479
	deanM.anderson@hp.com
	

	HP MMIS Platform SME


	Dale Crabtree
	
	512-577-4111 (c)
	dale.crabtree@hp.com
	

	HP Orlando Data Center Operations SME


	James Satterlee
	
	407-256-1875 (c)
	james.satterlee@hp.com
	

	Kentucky Medicaid Infrastructure Specialist – Network
	Dennis Montgomery
	209-3120
	320-2224 (c)
	dennis.montgomery@hp.com

	

	HP Physical Security – 
24 hours


	
	703-742-1000
	
	
	

	Kentucky Medicaid Infrastructure Specialist – Network
	Dan Perrier

	502-338-3425
	
	Dan.perrier@hp.com
	

	HP Information Security – Corporate


	
	972-605-3720
	
	
	

	HP Technicle Delivery Manager

	Amy Sanders

	
	209-3136
	amy.sanders@hp.com
	


13.2 Emergency Contracts
For readability, the layout displays over several pages.

Area Code is 502 unless indicated otherwise.

Please dial 911 for all emergencies.
	Organization
	Description
	Contact Name
	Phone Day
	Phone Night
	Email/ Web Site
	Contact Date/
Time

	Police Department
	POLICE/FIRE Emergency

EMSA

	
	911 / 875-8523
	
	
	

	Sheriff
	Franklin County Sheriff’s Office

Emergency Only

	
	875-8740
	
	
	

	Kentucky State Policy
	
	
	227-2221
	
	
	

	Ambulance
	
	
	875-5240
	
	
	

	Fire Department
	POLICE/FIRE Emergency

EMSA

	
	911/ 875-8511
	
	
	

	Hospital
	Frankfort Regional Medical Center
	Switchboard & Information


	911/ 875-5240
	
	
	

	Red Cross
	American Red Cross
Franklin County Chapter
318 Washington Street
Frankfort, KY 40601

	
	223-1795
	
	
	

	Kentucky Regional Poison Center
	P.O. Box 35007

Louisville, KY 40202
	
	589-8222
	800-222-1222 


	
	

	Civil Defense
	Frankfort Emergency Management 
	
	875-8511
	
	
	

	Post Office
	Main Office – Information

1210 Wilkinson Blvd
Frankfort, KY 40601-9998


	
	800-275-8777
	
	
	

	FEMA
	Region IV

3003 Chamblee-Tucker Rd.
Atlanta, Georgia 30341
	
	770-220-5200
	
	www.fema.
gov
	

	TV
	Frankfort Plant Board 

Administration Customer Service

	
	352-4372
	
	
	

	Radio
	WKED 103.7 FM

WKED 1130 AM


	
	
	
	
	

	Accounting
	
	
	
	
	
	

	Consulting
	
	
	
	
	
	

	Temporary Personnel Agency


	Kelly Services, Inc.
	Pauline H. Van Horn
	227-9502 (w)

223-8285 (f)
	
	
	

	Electric
	Frankfort Plant Board 

Administration Customer Service


	
	352-4372
	
	
	

	Gas
	N/A


	
	
	
	
	

	Water
	Frankfort Plant Board 

Administration Customer Service (water & sewer)


	
	352-4372

545-3088 
	
	
	

	Sewer
	Frankfort Plant Board 

Administration Customer Service (water & sewer)


	
	352-4372

545-3088
	
	
	

	HP Global Emergency Support Line
	
	
	800-835-3377

972-605-6000
(HP operator)
	
	
	

	HP Corporate Operator
	Maintains after hour contact information for all HP employees


	
	972-604-6000
	
	
	

	Davenport, C Michael Inc.
	Landlord 


	Michael C Davenport
	223-7253
	
	
	

	Iron Mountain
	Backup Storage Center
	
	800-327-8345
	
	www.ironmountain.com/US/contact/
	

	INTEC
	Cleaning and Restoration Services
	Scott Barry

Local Crew Chief
	452-6111

803-5959
	
	
	

	Fire Alarm Pros, LLC
	Fire Alarm System
	Charles Davis
	859-381-1602


	859-983-0975
	www.firealarmpros.com
	

	Electronic Technologies Corporation
	Security Access Systems
	service center
	866-225-6221
	
	
	

	MCI 
	(communication – data)

	
	800-444-2222
	
	
	

	AT&T
	(communication – data)


	
	
	
	
	

	Bell South
	(communication – voice)


	
	
	
	
	

	Avaya
	Avaya Inc. 

211 Mt. Airy Road 
Basking Ridge, NJ

07920 

	
	866-GO-AVAYA

CIT - 800-344-9670

Data Services 800-237-0016
	
	
	

	Captiva Software Corporation
	10145 Pacific Heights Blvd, 
San Diego, CA 92121


	
	630-321-2976


	
	
	

	CISCO
	Cisco Systems, Inc.
170 West Tasman Dr.
San Jose, CA 95134

	
	408-526-4000


	800-553-6387
	
	

	Ingersoll Rand
	6810 Hillsdale Court

Indianapolis, IN 46250
	Mike Grissom
	317-715-4425

service desk

1-800-225-6221
	513-615-4923
	
	


13.3 Backup sites Contracts

For readability, the layout displays on the next page.

Area Code is 502 unless indicated otherwise.

	Business Function
	Backup site
	Contact Name
	Phone Day
	Phone Night
	Email/ Web Site
	Contact Date/Time

	Disaster Recovery Command Center
	5th Floor
10100 Linn Station Road

Louisville, KY 40223
	Judy Weimer
	326-1912
	
	judith.weimer@hp.com
	

	Call Center
	California Title XIX

3215 Prospect Park Dr

Rancho Cordova, CA 95670
	Cara Finlay 
	916-636-1236
	916-416-8833
	cara.finlay@hp.com
	

	Data Entry
	Information Capture Solutions LLC
965 US Highway 25 West South, Williamsburg, KY 40769
	Ray Shears
	606-549-9200

606-864-1101
	606-682-1999
	rshears@infocapsol.com
	

	Imaging
	Wisconsin Title XIX

6406 Bridge Road
Monona, WI 53716
	Mark Gajewski

	608-221-0501
	
	mark.gajewski@hp.com
	

	Print Center
	Indiana Title XIX

950 Meridian St N
Indianapolis, IN  46204
	Paul Cross
	317-488-5172
	
	pcross01@hp.com
	

	InterChange System
	HP Government Solutions
13600 HP Drive 

Herndon, VA  20171
	
	
	
	
	

	BBS 
	Wisconsin Title XIX

6406 Bridge Road
Monona, WI 53716
	Mark Gajewski


	608-221-0501
	
	mark.gajewski@hp.com
	


13.4 Commonwealth Contracts

Area Code is 502 unless indicated otherwise.

	Name
	Work
	Cell
	Home

	Donna Chapman
	564-5969 Ext.3005
	
	859-556-0187

	Robert Nowell
	564-5183 Ext. 4064
	
	

	Della Mazzoni
	564-5183 Ext. 3488
	
	352-6306

	Jimmie Estill
	564-5183 Ext. 3488
	
	

	John Hoffmann
	564-5183 Ext. 3232
	
	229-6842 

	Patty Sewell
	564-6511 Ext. 3201
	
	227-3669

	Angela Kirkland
	564-7540
	
	

	Mary Walker
	564-7540 Ext. 3174
	
	

	Tom Doyle
	564-3440
	
	


Raymond Anderson

	
	564-4527
	
	


13.5 External Contacts
Area Code is 502 unless indicated otherwise.

	Contact
	Name
	Work
	E-mail

	First Health
	Josh Redmon
	607-8331
	JoshuaRedmon.Cvty.I@firsthealth.com

	
	Regina Weekley
	607-8307
	ReginaWeekley@firsthealth.com

	
	Bob Gaston 
	804-527-5745
	bgaston@fhsc.com

	Passport
	Helen Gividen
	
	ky_mmis_users@km.com

	PCG
	Chris Sallee
	
	

	Meyers and Stauffer.
	Brad Blunt
	
	


14 Appendix K: Employee Calling Tree

In the event of activation of the disaster recovery plan, please update the Contact Date/Time column with the appropriate value.

14.1 Department: Administration - Manager: Glenn Jennings
Area Code is 502 unless indicated otherwise.

	Name/Email
	Title
	Business Address
	Home/Work Phone
	Cell/Pager Numbers
	Contact Date/Time

	Glenn Jennings
glenn.jennings@hp.com

	Account Manager
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3190 (w)
	320-4631 (c)
	

	Emily Horning

emily.horning@hp.com

	PA Manager 
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3195 (w)
352-4819 (h)
	320-1739 (c)
	

	Gregg Currans
Gregg.currans@hp.com
	Financial
	 656 Chamberlin Ave

Frankfort, KY  40601
	765-451-4763 (w)
	
	

	Joyce Barron

joyce.barron@hp.com

	Administrative Assistant
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3000 (w)
	
	


14.2 Department: Systems support Manager – Glenn Sewell
Area Code is 502 unless indicated otherwise.

	Name/Email
	Title
	Business Address
	Home/Work Phone
	Cell/Pager Numbers
	Contact Date/Time

	Glenn Sewell
Glenn.sewell@hp.com
	Systems support Manager
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3126 (w)
	320-4081 (c)
	

	Janet Penn
Janet.penn@hp.com

	Claims Manager
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3129 (w)
848-4285 (h)
	320-4726 (c)
	

	Mohsin Naqvi

mohsin.naqvi@hp.com

	Systems Engineering support Manager
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3174 (w)
	320-2140 (c)
	


14.3 Department:  Technical Delivery Organization Manager – Glenn Sewell
Area Code is 502 unless indicated otherwise.

	Name/Email
	Title
	Business Address
	Home/Work Phone
	Cell/Pager Numbers
	Contact Date/Time

	HP Technicle Delivery Manager

	Amy Sanders

	656 Chamberlin Ave

Frankfort, KY  40601
	209-3136
	amy.sanders@hp.com
	

	Chucky Priddy

chuck.priddy@hp.com

	Infrastructure Manager
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3177 (w)

267-6339 (h)
	320-4250 (c)
	

	Bill Ponder 

bill.ponder@hp.com

	DSS Manager
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3128 (w)


	320-4022 (c)
	

	Peyton Bowman

Peyton.bowman@hp.com

	Interface
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3040
	
	


14.3.1 Department:  Technical Delivery Organization – Amy Sanders 
Area Code is 502 unless indicated otherwise.

	Name/Email
	Title
	Business Address
	Home/Work Phone
	Cell/Pager Numbers
	Contact Date/Time

	
	
	
	
	
	

	Bonnie Feeback

bonnie.feeback@hp.com

	BA
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3165 (w)

352-6626 (h)
	
	

	Pat Nolte

pat.nolte@hp.com

	BA
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3172 (w)
	
	

	Pam Hershey

pamela.hershey@hp.com

	BA
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3163 (w)
	545-1794 (c)
	

	Mike Hudson

michael.hudson@hp.com

	BA
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3171 (w)
	226-0848 (c)
	

	Terri Ashburn

terri.ashburn@hp.com

	BA
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3028 (w)
	545-1173 (c)
	

	Laura Battles

laura.battles@hp.com

	Unix Developer
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3018 (w)
	317-418-4194 (c)
	

	Kartheg Manickavasagam

kartheg.manickavasagam@hp.com
	Unix Developer
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3014
	266-6525 (c) 
	

	Demond Jones

demond.jones@hp.com

	Unix Developer
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3022
	345-8452 (c)
	


14.4 Department:  Technical Delivery Organization - System Support - Manager: Chuck Priddy

Area Code is 502 unless indicated otherwise.

	Name/Email
	Title
	Business Address
	Home/Work Phone
	Cell/Pager Numbers
	Contact Date/Time

	Roger Ellis

roger.ellis@hp.com

	Print Operations
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3142
	
	

	Melissa Woods

Melissa.woods@hp.com

	Print Operations
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3021 (w)
873-5457 (h)
	229-5066 (c)
	

	Dennis Montgomery

dennis.montgomery@hp.com
	DMS Sys Admin
	275 East Main Street

Frankfort, KY  40621

	564-0105 
ext 4581
	320-2224 (c)
	

	Daniel Perrier

dan.perrier@hp.com

	Print Operations
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3142 (w)
875-8133 (h)
	
	

	Paul French

paul.french@hp.com

	Print Operations
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3134 (w)
	859-489-5750 (c)
	

	Tim Hiles

tim.hiles@hp.com

	Privacy and Security Officer 
	275 East Main Street

Frankfort, KY  40621
	564-0105 ext 4582
	320-2844 (c)
	

	Roanette Byrd

Roanette.Wilder@hp.com

	Information Analyst
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3138(w)
246-0168 (h)
	
	


14.4.1 Department:  Technical Delivery Organization – DSS - Manager: bill Ponder
For readability, the layout displays across two pages.

Area Code is 502 unless indicated otherwise.

	Name/Email
	Title
	Business Address
	Home/Work Phone
	Cell/Pager Numbers
	Contact Date/Time

	Dilkhushkumar Shah
Dilkhushkumar.Shah@hp.com

	DSS DBA
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3017 (W)

254-1960 (H)  
	
	

	Marilyn Hartman

marilynn.hartman@hp.com

	Reporting Specialist
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3131 (W)

867-4813 (H)
	
	

	Sean Hargis
sean.hargis@hp.com

	Reporting Specialist
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3132 (W)
	320-6699 (c)
	

	Rebecca White

rebecca.x.white@hp.com

	Reporting Specialist
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3135 (W)

223-0575 (H)
	
	

	Wayne Kruhm

wayne.kruhm@hp.com

	Reporting Specialist
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3134 (W)
	859-816-8187 (c)
	

	Stacey Clark
Stacey.clark@hp.com
	Reporting Specialist
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3136 (W)

270-360 1216 (H)
	
	

	Vaishali Patil

vaishali.patil@hp.com

	Net Developer DSS
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3020 (W)

742-0781 (H)
	
	

	Barbara Peterson
Barbara.peterson@hp.com

	Net Developer DSS
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3149 (W)
	
	


14.5  Department:  Claims ProcessingManager: Janet Penn
Area Code is  502 unless indicated otherwise.

	Name/Email
	Title
	Business Address
	Home/Work Phone
	Cell/Pager Numbers
	Contact Date/Time

	Becky Hudson

becky.hudson@hp.com

	Mailroom Supervisor
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3061 (w)

223-5724 (H) 
	545-6440 (c)
	

	Kim Drummond

kimberly.drummond@hp.com

	TPL Supervisor
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3155 (w)
839-8783 (h)
	598-99s75 (c)
	

	Charlene Howard

charlene.howard@hp.com

	Data Enter Supervisor
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3130 (w)

227-3393 (h)
	330-3791 (c)
	

	Janet Schell

jschell@hp.com

	Ad/Fin/Reso Supervisor
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3147 (w)
839-7268 (h)
	517-1458 (c)
	


14.5.1 Department:  Claims Processing – Mailroom - Manager: Becky Hudson

	Name/Email
	Title
	Business Address
	Home/Work Phone
	Cell/Pager Numbers
	Contact Date/Time

	Donald Casey

donald.casey@hp.com

	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3060
	
	

	Debra King

debra.king@hp.com

	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3060
	
	

	Thelma Taul

thelma.taul@hp.com

	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3060
	
	

	Donna Tipton

donna.tipton@hp.com

	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3060
	
	

	Teresa Wainscott

theresa.wainscott@hp.com

	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3060
	
	

	Viola Richardson

viola.richardson@hp.com

	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3060
	
	

	Mollie Kelly

mollie.kelly@hp.com

	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3060
	
	

	Amanda Johnson

amanda.johnson@hp.com

	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3130
	
	

	Deanna Carpenter

deanna.carpenter@hp.com

	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3060
	
	

	Adam Manns

adam.manns@hp.com

	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3129
	
	


14.5.2 Department:  Claims Processing – TPL - Manager: Kim Drummond

	Name/Email
	Title
	Business Address
	Home/Work Phone
	Cell/Pager Numbers
	Contact Date/Time

	Donald Throckmorton

donald.throckmorton@hp.com

	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3098
	
	

	Oletta Jones

oletta.jones@hp.com

	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3105
	
	

	Marilyn Hickling

marilyn.hickling@hp.com

	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3106
	
	

	Dixie Beasley

dixie.beasley@hp.com

	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3102
	
	

	Patricia Maddox

patricia.maddox@hp.com

	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3099
	
	

	Terri Woolums

terri.woolums@hp.com

	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3103
	
	

	Verda Giles

verda.giles@hp.com

	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3109
	
	


14.5.3 Department:  Claims Processing – Data Entry - Manager: Charlene Howard

	Name/Email
	Title
	Business Address
	Home/Work Phone
	Cell/Pager Numbers
	Contact Date/Time

	Bo Bielefeldt

bo.bielefeldt@hp.com

	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3130
	
	

	Darlene Chasteen

darlene.chasteen@hp.com

	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3130
	
	

	Stacey Vanpatten
Stacey Vanpatten@hp.com

	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3130
	
	

	Heather Floyd

heather.floyd@hp.com

	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3130
	
	

	Robin Carpenter
Robin.carpenter@hp.com

	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3130
	
	

	Tiffany Robinson

tiffany.robinson@hp.com

	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3130
	
	

	Gwyna Haydon

Gwyna.hayden@hp.com
	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3130
	
	

	Jammie Massey

Jamie.massey@hp.com

	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3130
	
	

	Donna McKnight

Donna.mcknight@hp.com

	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3130
	
	

	Geraldine Sullivan

Geraldine.sullivan@hp.com
	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3130

	Bryan Tan

Bryan.tan@hp.com
	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3130


14.5.4 Department:  Claims Processing – Adj/Fin/Reso - Manager: Janet Schell
	Name/Email
	Title
	Business Address
	Home/Work Phone
	Cell/Pager Numbers
	Contact Date/Time

	Debbie Coubert

debbie.coubert@hp.com

	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3097
	
	

	Flossie Doss

flossie.doss@hp.com

	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3096
	
	

	Nora Risinger

nora.risinger@hp.com

	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3090
	
	

	Shannon Faulkner
Shannon.faulkner@hp.com

	
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3085
	
	


14.5.5 Department:  Claims Processing – Contractors - Manager: Janet Penn
	Name/Email
	Company/Area
	Business Address
	Home/Work Phone
	Cell/Pager Numbers
	Contact Date/Time


14.6 Department:  Systems Liaison - Manager: Bernice Shelton
	Name/Email
	Title
	Business Address
	Home/Work Phone
	Cell/Pager Numbers
	Contact Date/Time

	Stayce Towles
	Provider Rep supervisor 
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3052
	
	

	Donna Sims 

donna.sims@hp.com

	Customer Service Supervisor
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3039
	803-6374
	

	Patricia George

patricia.george@hp.com

	Trainer
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3167
	395-0402
	

	Ronald Chandler

ronald.chandler@hp.com

	Tech Writer
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3117
	647-7784
	

	Ann Murray
ann.murray@hp.com

	Tech Writer
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3033
	
	


14.6.1 Department:  System Liaison – Customer Service - Manager: Donna Sims

	Name/Email
	Title
	Business Address
	Home/Work Phone
	Cell/Pager Numbers
	Contact Date/Time

	Benham, Wendy      
	Billing Inquiry Specialist
	656 Chamberlin Av

Frankfort, KY  40601
	226-2888/
209-3041
	
	

	Blair, Betsy            
	Billing Inquiry Specialist
	656 Chamberlin Ave

Frankfort, KY  40601
	352-6313/
209-3047
	
	

	Brewer, Danielle     
	Billing Inquiry Specialist
	656 Chamberlin Ave

Frankfort, KY  40601
	696-9269/
209-3038
	
	

	Cohorn, Janice
	Billing Inquiry Specialist
	656 Chamberlin Ave

Frankfort, KY  40601
	839-8748/
209-3031
	
	

	Conway, Jessika
	Billing Inquiry Specialist
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3046
	
	

	Crabb, Betty            
	Billing Inquiry Specialist
	656 Chamberlin Av

Frankfort, KY 40601
	839-5640/
209-3136
	
	

	Crowe, Amie
	Billing Inquiry Specialist
	656 Chamberlin Ave

Frankfort, KY  40601
	839-5745/
209-3049
	
	

	Crowe, Leslie           
	Billing Inquiry Specialist
	656 Chamberlin Ave

Frankfort, KY  40601
	352-7645/
209-3152
	
	

	Goddard, Megan
	Billing Inquiry Specialist
	656 Chamberlin Ave

Frankfort, KY  40601
	227-3232/
209-3034
	
	

	Hicks, Brianna
	Billing Inquiry Specialist
	656 Chamberlin Ave

Frankfort, KY  40601
	432-4982/
209-3032
	
	

	Hutcherson, Sharon  
	Billing Inquiry Specialist
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3048
	
	

	Judge, Haelie           
	Billing Inquiry Specialist
	656 Chamberlin Ave

Frankfort, KY  40601
	875-6901/
209-3044
	
	

	Mitchell, Victoria E.  
	Billing Inquiry Specialist
	656 Chamberlin Ave

Frankfort, KY  40601
	867-1413/
209-3045
	
	

	O’Daniel, Rebecca     
	Billing Inquiry Specialist
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3042
	
	

	Sharp, Kelly               
	Billing Inquiry Specialist
	656 Chamberlin Ave

Frankfort, KY  40601
	695-0835/
209-3154
	
	


14.6.2 Department:  System Liaison – Training Manager:  Stayce Towles
	Name/Email
	Title
	Business Address
	Home/Work Phone
	Cell/Pager Numbers
	Contact Date/Time

	Penny Germinaro
Penny.germinaro@hp.com

	Trainer Coordinator
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3054
	803-1575
	

	Brenda Orberson

Brenda.orberson@hp.com
	Provider Rep
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3053
	320-2513
	

	Leigh Ann Hays
Leighann.hays@hp.com

	Provider Rep
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3050
	320-0100
	

	Christy Cabell
Cristy.cabell@hp.com

	Provider Rep
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3054
	320-6880
	

	Jackie Richie

jackie.richie@hp.com

	Provider Rep
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3156
	320-3820
	

	Vicky Hicks

vicky.hicks@hp.com.

	Provider Rep
	656 Chamberlin Ave

Frankfort, KY  40601
	209-3051
	320-3845
	


15 Appendix L: Commonwealth Key Process Environment Mapping Matrix

16 Appendix  M: MMIS Enterprise Network Diagrams
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17 Appendix N: Hardware Assignments

	Location
	Phys/Vir
	OS
	Machine Name
	Purpose
	IP From HP
	IP From Frankfort
	IP From DMS
	IP From ODC
	IP From Internet
	IP From VAN
	Domain 

	
	
	
	
	
	
	
	
	
	
	
	

	ODC
	Phys
	Unix
	DSKYSUN0
	Model Office
	144.10.176.213
	192.57.202.15
	192.57.202.15
	10.40.13.132
	N/A
	N/A
	

	ODC
	Phys
	Unix
	DSKYSUN1
	Prod
	
	192.57.202.20
	192.57.202.20
	10.40.13.136
	N/A
	N/A
	

	ODC
	Phys
	Unix
	DSKYSUN2
	Prod
	
	192.57.202.19
	192.57.202.19
	10.40.13.137
	N/A
	N/A
	

	Plano
	Phys
	IBM
	P320
	NDM
	128.212.110.45
	204.230.10.241
	204.230.10.241
	204.230.10.241
	N/A
	N/A
	

	Plano
	Phys
	IBM
	P320
	Telnet
	128.212.110.41
	204.230.10.243
	204.230.10.243
	204.230.10.243
	N/A
	N/A
	

	DMS
	Phys
	IBM
	DMS MF
	???
	
	
	
	
	
	
	

	Frankfort
	Phys
	Win
	usffa001
	AD
	144.10.106.10
	144.10.106.10
	N/A
	144.10.105.225
	N/A
	N/A
	KYXIX

	Frankfort
	Phys
	Win
	usffa002
	AD
	144.10.106.11
	144.10.106.11
	N/A
	144.10.105.226
	N/A
	N/A
	KYXIX

	Frankfort
	Phys
	Win
	usffs004
	File/Print 
	144.10.106.12
	144.10.106.12
	N/A
	144.10.105.230
	N/A
	N/A
	KYXIX

	Frankfort
	Phys
	Win
	usffs005
	DHCP
	144.10.106.13
	144.10.106.13
	N/A
	144.10.105.231
	N/A
	N/A
	KYXIX

	Frankfort
	Phys
	Win
	usffs001
	Backup
	144.10.106.14
	144.10.106.14
	N/A
	144.10.105.227
	N/A
	N/A
	KYXIX

	Frankfort
	Phys
	Win
	usffs002
	CA unified servicesl
	144.10.106.15
	144.10.106.15
	N/A
	144.10.105.228
	N/A
	N/A
	KYXIX

	Frankfort
	Phys
	Win
	usffs003
	
	144.10.106.16
	144.10.106.16
	N/A
	144.10.105.229
	N/A
	N/A
	KYXIX

	Frankfort
	Phys
	Win
	BBS
	BBS
	144.10.106.19 
	144.10.106.19 
	N/A
	144.10.105.237
	N/A
	N/A
	None

	Frankfort
	Phys
	Win
	Captiva 1
	Captiva
	144.10.106.200
	144.10.106.200
	N/A
	144.10.105.238
	N/A
	N/A
	KYXIX

	Frankfort
	Phys
	Win
	Captiva 2
	Captiva
	144.10.106.201
	144.10.106.201
	N/A
	144.10.105.239
	N/A
	N/A
	KYXIX

	Frankfort
	Phys
	Win
	Avaya phone switch
	Avaya
	144.10.106.230
	144.10.106.230
	N/A
	144.10.105.234
	N/A
	N/A
	

	Frankfort
	Phys
	Win
	Audix Server
	Avaya
	144.10.106.246
	144.10.106.246
	N/A
	144.10.105.235
	N/A
	N/A
	

	Frankfort
	Phys
	Win
	AVRS2
	intervoice
	144.10.106.252
	144.10.106.252
	N/A
	144.10.105.233
	N/A
	N/A
	

	Frankfort
	Phys
	Win
	AVRS1
	intervoice
	144.10.106.253
	144.10.106.253
	N/A
	144.10.105.232
	N/A
	N/A
	

	Frankfort
	Phys
	Win
	TTS server
	
	144.10.106.254
	144.10.106.254
	N/A
	144.10.105.236
	N/A
	N/A
	

	ODC
	Phys
	Win
	PWB
	PWB
	144.10.176.140
	 
	 
	 
	 
	 
	 

	ODC
	Phys
	Win
	USOLWKY001
	Business Objects
	144.10.176.207
	192.57.202.1
	N/A
	10.40.13.56
	N/A
	N/A
	KYAD

	ODC
	Phys
	Win
	USOLWKY002
	Business Objects
	144.10.176.208
	192.57.202.2
	N/A
	10.40.13.59
	N/A
	N/A
	KYAD

	ODC
	Phys
	Win
	USOLWKY003
	Business Objects Broadcast Agent
	144.10.176.209
	192.57.202.3
	N/A
	10.40.13.58
	N/A
	N/A
	KYAD

	ODC
	Phys
	Win
	USOLWKY004
	ESRI (2nd KYAD DC)
	144.10.176.210
	192.57.202.4
	N/A
	10.40.13.57
	N/A
	N/A
	KYAD

	ODC
	Phys
	Win
	USOLWKY005
	Broader Health
	144.10.176.211
	192.57.202.5
	N/A
	10.40.15.11
	N/A
	N/A
	None

	ODC
	Phys
	Win
	USOLWKY006
	Onbase
	144.10.176.137
	192.57.202.17
	N/A
	10.40.13.68
	N/A
	192.57.202.17
	KYAD

	ODC
	Phys
	Win
	USOLWKY007
	SQL for BT2K & HIS & Tran Web
	144.10.176.219
	192.57.202.11
	N/A
	10.40.13.11
	N/A
	N/A
	KYAD
MHG

	ODC
	Phys
	Win
	USOLWKY008
	File Server
	144.10.176.220
	192.57.202.6
	N/A
	10.40.13.12
	N/A
	N/A
	KYAD
MHG

	ODC
	Phys
	Win
	USOLWKY009
	Web Environment (Randy)
	144.10.176.221
	192.57.202.7
	N/A
	10.40.13.13
	N/A
	N/A
	 

	ODC
	Phys
	Win
	USOLWKY010
	Development VM Hosting Server
	144.10.176.222
	192.57.202.8
	N/A
	10.40.13.14
	N/A
	N/A
	 

	ODC
	Vir
	Win
	USOLWKY010 VM 1
	
	144.10.176.200
	192.57.202.21
	N/A
	10.40.13.54
	N/A
	N/A
	

	ODC
	Vir
	Win
	USOLWKY010 VM 2
	
	144.10.176.155
	192.57.202.22
	N/A
	10.40.13.25
	N/A
	N/A
	

	ODC
	Vir
	Win
	USOLWKY010 VM 3
	
	144.10.176.157
	192.57.202.23
	N/A
	10.40.13.27
	N/A
	N/A
	

	ODC
	Vir
	Win
	USOLWKY010 VM 4
	
	144.10.176.156
	192.57.202.24
	N/A
	10.40.13.26
	N/A
	N/A
	

	ODC
	Vir
	Win
	USOLWKY010 VM 5
	
	144.10.176.155
	Unassigned
	N/A
	10.40.13.25
	N/A
	N/A
	

	ODC
	Vir
	Win
	USOLWKY010 VM 6
	
	144.10.176.199
	192.57.202.25
	N/A
	10.40.13.53
	N/A
	N/A
	

	ODC
	Vir
	Win
	USOLWKY010 VM 7
	
	144.10.176.158
	192.57.202.26
	N/A
	10.40.13.28
	N/A
	N/A
	

	ODC
	Vir
	Win
	USOLWKVM001
	ConnectDirect
	144.10.176.160
	
	N/A
	10.40.13.30
	N/A
	N/A
	

	ODC
	Vir
	Win
	USOLWKYVM OnBase1
	OnBase VM
	144.10.176.161
	
	N/A
	10.40.13.31
	N/A
	N/A
	

	ODC
	Phys
	Win
	USOLWKY011
	KY Health Net (Transition)
	144.10.176.180
	192.57.202.9
	N/A
	10.40.13.15
	63.240.249.176
	N/A
	 

	ODC
	Phys
	Win
	USOLWKY012
	Web DDE Transition
	144.10.176.181
	192.57.202.10
	N/A
	10.40.13.16
	63.240.249.177
	N/A
	 

	ODC
	Phys
	Win
	USOLWKY013
	BT & HIS (Trans Only)
	144.10.176.182
	192.57.202.14
	N/A
	10.40.13.17
	N/A
	N/A
	 

	ODC
	Phys
	Win
	USOLWKY014
	MOM
	144.10.176.183
	192.57.202.27
	N/A
	10.40.13.18
	N/A
	N/A
	 

	ODC
	Phys
	Win
	USOLWKY015
	POS
	144.10.176.184
	192.57.202.28
	N/A
	10.40.13.19
	N/A
	192.57.202.28
	 

	ODC
	Phys
	Win
	USOLWKY016
	BT SQL Server
	144.10.176.226
	192.57.202.29
	N/A
	10.40.13.61 
	N/A
	N/A
	 

	ODC
	Phys
	Win
	USOLWKY017
	Internal AD
	144.10.176.242 
	192.57.202.30
	N/A
	10.40.13.100
	N/A
	N/A
	 

	ODC
	Phys
	Win
	USOLWKY018
	Public AD
	144.10.176.243 
	192.57.202.31
	N/A
	10.40.13.63
	N/A
	N/A
	

	ODC
	Phys
	Win
	USOLWKY019
	BizTalk / His
	144.10.176.244
	192.57.202.32
	N/A
	10.40.13.64 
	N/A
	N/A
	 

	ODC
	Phys
	Win
	USOLWKY020
	Recovery Server
	Unassigned
	Unassigned
	N/A
	IP Not Available
	N/A
	N/A
	

	ODC
	Phys
	Win
	USOLWKY021
	BizTalk/HIS
	144.10.176.245 
	192.57.202.33
	N/A
	10.40.13.65
	N/A
	N/A
	 

	ODC
	Phys
	Win
	USOLWKY022
	.NET SQL Server
	144.10.176.214 
	192.57.202.34
	N/A
	10.40.13.66
	N/A
	N/A
	 

	ODC
	Phys
	Win
	USOLWKY023
	Tracking DB 
	144.10.176.134
	???
	N/A
	10.40.13.70
	N/A
	N/A
	 

	ODC
	Phys
	Win
	USOLWKY024
	BizTalk DDI
	144.10.176.136
	???
	N/A
	10.40.13.67
	N/A
	N/A
	 

	ODC
	Phys
	Win
	USOLWKY025
	Development VM Server
	144.10.176.133
	???
	N/A
	10.40.13.69
	N/A
	N/A
	

	ODC
	Phys
	Win
	USOLWKY026
	BizTalk Receive/Send
	144.10.176.206
	???
	N/A
	10.40.13.72
	N/A
	N/A
	 

	ODC
	Phys
	Win
	USOLWKY027
	.NET app Server
	144.10.176.205
	???
	N/A
	10.40.13.71 
	N/A
	N/A
	 

	ODC
	Phys
	Win
	USOLWKY028
	Development VM Server
	144.10.176.242
	???
	N/A
	10.40.13.62 
	N/A
	N/A
	

	ODC
	Phys
	Win
	USOLWKY029
	.NET app Server
	144.10.176.223
	???
	N/A
	10.40.13.60 
	N/A
	N/A
	

	ODC
	Phys
	Win
	USOLWKY030
	Recovery Server
	144.10.176.238
	???
	N/A
	10.40.13.73 
	N/A
	N/A
	 


18 Appendix O: KPE Mapping
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19 Appendix P: MMIS Data Flow
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20 Appendix Q: MMIS Vendor Maintenace 

	Vendor
	Product
	Coverage

	ASAP, Inc
	Microsoft Biztalk components
	

	Avaya
	Avaya Hardware
	7x24 warranty 

	Avaya
	Avaya Software
	Services Maintenance BOM

	Business Objects
	Dual Platform BOE Pro User Bundle  V6
WebIntelligence Business Objects Enterprise Professional Bundle
BusinessObjects  V6.5 
	

	Captiva Software Corporation
	Hardware & Software
	

	Cisco
	Cisco Hardware Maintenance
	SMARTNET 8x5xNBD 

	Dell 
	All Dell Servers
	Premier Enterprise Support - Gold - Advanced Software Support 

	EDIFECS
	SPECBUILDER - Healthcare Edition version 6.1.1
XENGINE - Healthcare Edition 6.1.1. Annual License Fee
	

	EMC
	BRCD 8-Port Upgrade
BRCD 32-Ports w/16 Active
	

	First Databank
	Core Package Maintenance
	

	Freedom Scientific
	Jaws Professional software
	JAWS® Professional SMA 

	Fujitsu Software Corporation
	TOOLS EZ Source software
	3 Yr Support/Maintenance

	InterVoice, Inc
	24 Port Digital Dell Rackmount IVRs 

8-Port Speechify Server
	RealCare Advantage Silver Package 

	McKesson
	CareEnhance Clinical Management Software:  CareEnhance Review Manager Enterprise 
	One-time fee for services for a seven month period ending on 12/31/2006

	Microsoft, Inc
	
	

	MTM, Inc
	OnBase and MTM Software Support & Maintenance
	SW Maintenance

	Office Image Solutions 
	Kodak Scanners
	1 year extended warranty

	Pitney Bowes
	Mailing system 2 / DM1000 System WOW (Base Package)
	

	Qualstar Corp
	Tape Drive
	On-Site Service 

	Software House
	Xerox printer
	

	Sterling Commerce 
	Maintenance for Connect Direct Windows Server Max Server
	

	Xerox Corporation
	MICR Printers:
DP2K180MC
DP2K100MC
	3x6 after hour service | MICR printer


21 Appendix R: Disaster Recovery Test Frequency

21.1 High Priority Elements

	KPE
	Frequency

	Automated Voice Response System (AVRS)
	Annually

	Benefits Admin
	Annually

	Call Center
	Annually

	Claim Engine
	Annually

	EDI HIPAA Transactions
	Annually

	Eligibility Verification System (EVS)
	Annually

	EMARS (interface test)
	Annually

	File Transfer
	Annually

	Financial 
	Annually

	Managed Care
	Annually

	Member Data Management
	Annually

	MMIS User Interface
	Annually

	Print Services
	Annually

	Provider Data Management
	Annually

	Provider Internet
	Annually

	Reference
	Annually
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